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Abstract: We study traveling waves of the KPP equation in the half-space with Dirichlet
boundary conditions. We show that minimal-speed waves are unique up to translation
and rotation but faster waves are not. We represent our waves as Laplace transforms
of martingales associated to branching Brownian motion in the half-plane with killing
on the boundary. We thereby identify the waves’ asymptotic behavior and uncover a
novel feature of the minimal-speed wave ®. Far from the boundary, ® converges to a
logarithmic shift of the 1D wave w of the same speed: yll)rr;o P(x+ % logy, y) = w(x).

1. Introduction

We study the KPP equation in the Dirichlet half-space:

8,u:%Au+u—u2 in HY, (1.1

u=20 on dHY. '
Here HY ;= R9-1 x Ry is the half-space of dimension d > 2. This reaction—diffusion
equation exhibits a wealth of propagation phenomena including fraveling waves—
solutions that move at constant speed parallel to the boundary. In this paper, we exploit
the close relationship between (1.1) and branching Brownian motion to construct a host
of traveling waves and characterize those of minimal speed. We focus on the quadratic
nonlinearity in (1.1) for simplicity, but our results extend to more general equations; see
Remark 1.6 for details.

Motivation. Reaction—diffusion equations model phenomena in fields ranging from
chemistry to sociology. They can describe the progression of a chemical reaction through
a medium or a species invading new territory. Fundamentally, reaction—diffusion equa-
tions combine growth and dispersal; together, these features generate spatial propagation.
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Atlong times, such propagation commonly settles into a constant-speed pattern known as
a traveling wave. Rigorously, on the line, solutions of reaction—diffusion equations with
localized initial data often converge to traveling waves in suitable moving frames [2,20].
In multiple dimensions, the same holds in the whole space [9] and in cylinders with com-
pact cross-section [5,26].

The half-space is a complex intermediate—both anisotropic and transversally non-
compact. In [4], H. Berestycki and the second author construct traveling waves of any
speed ¢ > +/2 in the half-space and show that localized disturbances roughly propagate
at speed /2. Two major questions remain: are the traveling waves unique up to transla-
tion, and do parabolic solutions converge to such waves in a suitable frame? Here, we
address the first question; we consider the second in a forthcoming work.

In one dimension, traveling waves of a given speed are unique up to translation. In
multiple dimensions, however, traveling waves in the whole space with supercritical
speeds ¢ > +/2 are not unique. This multiplicity is due to waves with level sets oblique
to the direction of propagation [11]. In contrast, the minimal speed /2 does not support
oblique level sets. Minimal-speed waves are planar and unique up to translation and
rotation [12]. We show that the half-space exhibits similar behavior. Up to isometry, the
half-space supports a single minimal-speed wave but many supercritical waves. To our
knowledge, this is the first proof of uniqueness for traveling waves with nontrivial and
noncompact transverse structure.

We are further motivated by the remarkable relationship between the PDE (1.1) and
the stochastic branching particle system known as branching Brownian motion (BBM).
More precisely, solutions of (1.1) may be constructed from the Laplace transform of
BBM [19,27,33]. This relationship has long been used to study both (1.1) and BBM.
For example, one-dimensional traveling waves can be expressed as Laplace transforms
of martingales associated to BBM [15,16,21,23].

Here, we develop this theory in the half-space. We express our traveling waves on H¢
as Laplace transforms of certain martingales associated to BBM in H“. Using this repre-
sentation, we determine the large-scale structure of said waves and uncover unexpected
asymptotic phenomena in the minimal-speed setting. Our approach interweaves ana-
lytic and probabilistic arguments in novel fashion. This is not a mere convenience—we
are presently unable to prove the full complement of our results using either discipline
alone. Our reasoning and results thus shed light on the deep relationship between (1.1)
and BBM in the half-space.

Results. We denote coordinates on H¢ by x = (x,x,y) € R x RI—2 » R;. We study
traveling-wave solutions of (1.1) that move parallel to the boundary. Due to the rotational
symmetry of H¢ orthogonal to dH¢, we are free to assume that our waves move in the
+x direction. Then a traveling wave solution of (1.1) of speed ¢ > 0 takes the form
W(x — ct, X, y) for some W e C>(HY) N C(H?). It follows that W satisfies the elliptic
reaction—diffusion equation

AW 400, W+ W — W2 =0 inH, 12)
v =0 on 9H<. ’

We restrict our attention to bounded solutions of (1.2). By the maximum principle, all
such solutions lie between 0 and 1.
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Some solutions of (1.2) depend solely on the distance y to the boundary dH¢. In this
case the drift term cd, W vanishes, so such solutions are steady states of the parabolic
problem (1.1). H. Berestycki and the second author have shown that the half-space
supports precisely two nonnegative bounded steady states [4, Theorem 1.1(A)]. These
are 0 and ¢(y), the unique positive bounded solution of the following ODE on R,:

L 2=0 0)=0 1.3
§<ﬂ+<ﬂ—§0—,<ﬂ()—. (1.3)

To ensure our traveling waves vary in x, we forbid these two “trivial” solutions.

Definition 1.1. A traveling wave of speed ¢ > 0 is a nonnegative bounded solution of
(1.2) that is neither O nor ¢.

In Theorem 1.4(A) of [4], H. Berestycki and the second author also considered the
existence of traveling waves: H¢ supports a traveling wave of speed c if and only if
C > Cy 1= /2. In this paper, we consider the uniqueness and structure of such waves.
We first discuss uniqueness.

Theorem 1.1. For each d > 2, there is exactly one traveling wave on H? of speed
cx = /2, up to translation. In contrast, for every ¢ > cx, there exist infinitely many
traveling waves of speed c that are distinct modulo translation.

We note that a traveling wave on H? extends to a wave on H?. Hence the unique minimal-
speed wave on H? depends on x and y alone. In fact, the reduction to two dimensions
(Proposition 4.4 below) is an important step in the proof of Theorem 1.1. Thanks to this
reduction, most of our analysis takes place in the half-plane H := H?> = R x R,.

To prove Theorem 1.1, we exploit the connection between the KPP equation (1.2) and
branching Brownian motion. In our probabilistic analysis, we fix d = 2 and thus work on
H =R xR,.Let (X, ), Y, (u); ue M)z>o denote a BBM in R? without killing; \; is

the set of particles alive at time # and (X (), Y; (u)) is the position of particle u at time 7.
The BBM process can be defined inductively as follows: from time zero, a single particle
performs a standard Brownian motion in R? until an independent exponential random
time of rate 1. The particle then splits into two child particles, each of which performs
an independent BBM from the parent’s position from that time onward. Using the usual
Ulam—Harris—Neveu notation, the initial particle has label ¢, and labels of subsequent
particles are elements of U =,y {1, 2}"* with the rule that the two children of particle
U=ujuy.. U, are ujuy...u,1 and ujus ...u,2. Thus the set \; of particles alive at
time ¢ is a subset of ¢/. A fully rigorous construction (using a collection of independent
Brownian motions and exponentially-distributed lifetimes, both indexed by {/) can be
found in Section 3 of [14] or Section 2 of [7]; see also [19] for an earlier and more
general approach to branching Markov processes. Given u € N; and s < r, we write

(X s(u), Y (u)) for the position at time s of the unique ancestor of u alive at time s.
Our half-plane BBM is the process (X (), Y (u); ue /\/,*) where

>0

N = {u € N; +inf Ys () > 0}. (1.4)

This is a branching Brownian motion whose particles are killed when they hit the bound-
ary Ol Let P, denote the law of the BBM in H started from a single particle at position

©, y).
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In the study of one-dimensional BBM on the line R, it is well known that the so-called
additive and derivative martingales play a crucial role. Here we introduce

Zo= Y [V2 — Xi@)]Y; e Xet0-2 (15)
ueN}

and a two-parameter family of processes

W,)"“ = Z X sinh[uY,(u)]e*(kz/zﬂ‘z/%l)t for A, u > 0. (1.6)
ueNy

We show that these new objects are martingales whose long-time limits play a central
role in our analysis. They play roles analogous to the one-dimensional derivative and
additive martingales in the half-space setting.

Proposition 1.2. The following hold for any y > 0:
(i) Z is a Py-martingale with a.s. limit Z, = 0.

(ii) W»F is a nonnegative Py-martingale with a.s. limit Wé};”. If 2% + u? < 2, then
Wé};“ = 0. Otherwise, W&“ =0Py-a.s.

The notation M = 0 indicates a nonnegative random variable M that is not almost surely
zero. For analogous results in one dimension, see, for example, [21,23].

We now construct KPP traveling waves from the Laplace transforms of these mar-
tingale limits. In the following, E, denotes expectation with respect to Py.

Theorem 1.3. The function
®(x.y) =1 —Eyexp (—e*ﬁx zoo) (1.7)

is a shift of the unique minimal-speed traveling wave on H. Moreover, for all A, u > 0
such that \> + uz <2,

@ u(x.y) =1 —Eyexp (—e*“W;;“) (1.8)

is a traveling wave of speed (\* + > + 2)/(21) > V2.

We emphasize that the probabilistic construction of traveling waves given here differs
markedly from the analytic approach taken in [4], which extracts limits of approximate
waves on large boxes.

Theorems 1.1 and 1.3 are closely related. To prove minimal-speed uniqueness in The-
orem 1.1, we relate an arbitrary minimal-speed wave to the particular wave ® defined
in (1.7). Drawing on the comparison principle and potential theory, we show that all
minimal-speed traveling waves satisfy a certain tail bound. In probability, this is known
as tameness—traveling waves cannot be too exotic. Following [1], we then use a proba-
bilistic “disintegration” argument to show that every tame wave is necessarily a shift of
D.

This strategy differs from purely analytic approaches to traveling-wave uniqueness.
It has been standard practice in the analytic literature to prove sharp asymptotic behavior
as a precursor to uniqueness; see, e.g., [5]. Here, we only need an upper bound in the
form of tameness; the probabilistic disintegration handles the rest. It seems likely that
this hybrid approach could bear fruit in other problems.
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Fig. 1. Parameter space for the supercritical waves @, ;. Waves corresponding to (A, 1) € Pc move with
speed ¢ > cx

The multiplicity of supercritical traveling waves in Theorem 1.1 follows from the
fact that we give a rwo-parameter family of waves in Theorem 1.3. As a result, there are
generally many waves with the same speed. Let Q C Ri denote the open quarter-disk

of radius ~/2 centered at the origin. Given ¢ > c, we define
Pe={nw)eQ:(h—o)?+u*=c* -2} (1.9)

Then P is the set of parameters (A, () such that ®; , is a traveling wave with speed c.
The arcs P, foliate the quarter-disk Q by speed; see Fig. 1.

In Sect. 3.2, we further associate martingales to every point on the boundary of Q. As
¢ — ¢4, the set P, converges to the single corner point (+/2, 0), which corresponds to
the derivative martingale Z. This collapse hints at the uniqueness of the minimal-speed
wave. _

Given ¢ > ¢4, every convex combination of martingales drawn from P, corresponds
to a speed-c traveling wave via the Laplace transform. We conjecture that this construc-
tion is exhaustive, and every traveling wave has this form; we leave this matter to future
work. Using analytic methods, Hamel and Nadirashvili [12] constructed a very simi-
lar infinite-dimensional manifold of entire solutions (including traveling waves) in the
whole space R?. We anticipate that their results likewise admit a dual representation in
terms of martingale limits.

We now turn to the asymptotic behavior of our traveling waves. The limits as x —
+o0 are fairly simple: our waves are heteroclinic orbits connecting the steady state ¢
on the left with O on the right. The waves exhibit more subtle behavior when we take
y — oo. In this regime, the boundary recedes and our waves become asymptotically one-
dimensional. Given ¢ > cy, let w. denote the unique (up to translation) one-dimensional
traveling wave of speed ¢, which satisfies the ODE

Ewé’ +ewl +we —w? =0, we(—00) =1, we(+00) = 0.
To fully determine w., we work with the translate given by the Laplace transform of
a c-dependent martingale related to one-dimensional BBM; see (1.12) and (6.3) for
details.

At the minimal speed, we show that ® converges to w,, as y — oo after a horizontal
shift that is logarithmic in y. This novel phenomenon reflects the delicate structure of
the derivative martingale Z, as we discuss below. Supercritical waves exhibit a different
complication: they are asymptotically one-dimensional but tilted with respect to the
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coordinate axes. Given (A, u) € @, let R, denote clockwise rotation by the angle
arctan(u/A). Far from the boundary, we show that the rotated wave ®; , oR; , converges
to a one-dimensional wave of speed

A+ ul+2
YNICETE

To simplify the resulting statement, we extend ®;_ , by O to the entire plane R2.

c(h, ) = (1.10)

Theorem 1.4. Every wave ®* in the collection {®, @; ; }. e satisfies 0 < &* < 1,
0y ®* < 0, and 9, ®* > 0 in H. The limits

®*(—00, -) =¢ and D*(+o0, -) =0
hold uniformly and locally uniformly, respectively, in H. Moreover, as y — 00,
d>(x + \/Lj logy, y) — We, (x) and Dy ;0 Ry (X, y) = Weg,, ) (X) (1.11)

uniformly in x for all (7, n) € Q, with c(A, n) given in (1.10).

The speed of @, ,, in Theorem 1.3 is (A2 + % +2)/(21), which differs from ¢(i, ) in
(1.10) and Theorem 1.4. The former is the speed of ®, ,, in the x-direction. The latter
is the apparent motion of ®, , perpendicular to its level sets in the y — oo limit. The
discrepancy reflects the fact that the asymptotic level sets of @, , are tilted at angle
O(A, ) := arctan(u/X) relative to vertical. Thus the speeds differ by the geometric
factor cos (A, n). Traveling waves with asymptotically oblique level sets have been
previously studied in the whole space for a variety of reactions [6,11,12]. Originally
inspired by the flames of Bunsen burners, these works construct waves with cone-like
level sets that satisfy analogues of the second relation in (1.11).

As alluded to above, the most surprising feature of Theorem 1.4 is the logarithmic
shift \/lj logy in ® as y — oo. From a probabilistic standpoint, this novel phenomenon

can be explained as follows. Recall that (1.7) expresses @ in terms of the derivative
martingale Z defined in (1.5). As we move away from the boundary, the role of killing
lessens, and we might expect Z to resemble a one-dimensional derivative martingale. In

this spirit, define
D= Y [V2r — X, (u)]e¥Xe=2,
uelN;

Note that this sum ranges over the entire population A/; of the BBM in R?. Thus D
neglects killing, and is in fact the classical one-dimensional derivative martingale. It has
an a.s. positive limit Do, whose Laplace transform is the minimal-speed one-dimensional
traveling wave:

we,(x) := 1 — Eexp (—e—ﬁXDoo> . (1.12)

In Proposition 6.2, we use a first and second moment method conditioned on horizontal
motion to show that

Zso(y)/y = Do in probability as y — oo (1.13)

for a family of random variables Z ., (y) with the law of Z, under P, Interpreting (1.13)
through the definitions (1.7) and (1.12), we find

d (x + %logy, y) =1-—Eexp (—e_ﬁxZoo(y)/y) — we, (x) asy — oo.
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Thus, the limiting relation (1.13) between the martingales Z and D implies the asymp-
totic behavior of @ in Theorem 1.4. We take a similar (simpler) approach to the asymp-
totics of the supercritical waves @ _,,; see Proposition 6.5 for details.

The asymptotic tail behavior of the minimal-speed wave has historically played an
important role in the study of KPP propagation [13,23]. We expect the same will be true
on the half-space. We therefore develop a more precise understanding of the asymptotics
of ® asx — o00. These are related to the well-known tail behavior of the one-dimensional
wave: there exist K, > 0,a € R, and § > 0 such that

We, (x) = Ku[x +a+0(e)]e V> asx — oo (1.14)
In the following, we let log, s := max{log s, 0} and recall that x := (x, y) on H.

Theorem 1.5. There exists E € L°°(H) such that if x > %2 log., y,

(x, ) = Ki[x = = log, x| + E(x, »]ye v (1.15)

Our proof is rooted in potential theory and uses Theorem 1.4 as input.
Note that if we evaluate ® at (x + \/LE log y, y) and take y — o0, the asymptotic

behavior in (1.15) comports with (1.11) and (1.14). We highlight one final curiosity: if
we instead hold y fixed and take x — oo, we find

P(x,y) = Ki[x = J5logx + O, (1)]ye v,

where the implied constant in Oy (1) depends on y. This hearkens to (1.14) but includes
a log x correction in the algebraic prefactor. We are unaware of an analogue of this
behavior in any other context.

Remark 1.6. For simplicity, we focus on rate- 1 binary branching Brownian motion. More
broadly, one can consider BBMs with branching rate » > 0 in which a branching particle
has a random number Z of offspring. If g(s) := EsZ denotes the probability generating
function of Z and f(s) :=r[l1 —s — g(1 — s)], then this generalized BBM is linked to
the reaction—diffusion equation

8tv:%Av+f(v) (1.16)

via the renewal argument of McKean [27]. In the rate-1 binary case, Z = 2 and we
recover the reaction f(s) = s — s> appearing in (1.1).

Provided EZ!*” < oo for some y > 0, this generalized BBM behaves much like
binary BBM, and our methods and results apply with minor modifications. In particular,
(1.16) has a unique traveling wave (modulo isometry) in the half-space of minimal speed
V2f(0) = /2r(EZ — 1). We can thus treat a wide variety of reactions f corresponding
to rates r and random variables Z as described above. However, this “probabilistic” class
does not exhaust the broader “KPP” class of reactions satisfying f(s) < f'(0)s. We
anticipate that variations on our main results hold for all KPP reactions, but a proof
seems to require new analytic ideas.



275 Page 8 of 53 J. Berestycki, C. Graham, Y. H. Kim, B. Mallein

Organization. The remainder of the paper is organized as follows. In Sect. 2, we de-
velop the theory of BBM in the half-plane and prove Proposition 1.2. We construct our
traveling waves in Sect. 3 and thus prove Theorem 1.3. In Sect. 4, we use purely ana-
lytic methods to prove a sharp upper bound—tameness—for all minimal-speed traveling
waves. We employ this tameness in a disintegration argument to prove the uniqueness
of the minimal-speed wave in Sect. 5. Section 6 concerns the asymptotic behavior of
our traveling waves and concludes the proofs of Theorems 1.1, 1.4, and 1.5. Finally, we
speculate about the extension of Theorem 1.3 to dQ in Sect. 7.

2. Branching Brownian Motion in the Half-Plane

In this section we gather several results about branching Brownian motion (BBM) in
the half-space and its associated martingales. We will use limits of these martingales as
Radon—Nikodym derivatives and describe the resulting probability measure through a
“spine decomposition.” This idea goes back at least to [8,25]; here, we import several
results along these lines from [14]. Throughout, we fix the dimension d = 2 and thus
work on the half-plane H := R x R;.

Recall that we are interested in the derivative martingale Z and the additive mar-
tingales W** defined in (1.5) and (1.6), respectively. The convergence of the latter is
relatively straightforward, as W*# is uniformly integrable if and only if A% + > < 2;
see Section 2.3 below. The derivative martingale Z poses more of a challenge—it has
indefinite sign and is not uniformly integrable.

Let us start by recalling some basic facts from [14],! Let (X;, ¥;) be a standard
Brownian motion in R? and let t := inf{r : ¥, < 0} be the first exit time of H.
Then & = (X;, Y;):<: is Brownian motion stopped upon exiting H. Suppose that {; =
f(&),t < t,isamartingale in the natural filtration of £ (analogous to the single-particle
martingale with respect to the filtration (G;);>0 of (&);>0 in [14, Definition 5.2]). Let
Cu(t) :== f(Xu(0), Yy (1)) for all u € N;*. Then the process

M@= ) et @1
ueN;

is a martingale with respect to the natural filtration F; generated by the half-plane
BBM up to time 7 ([ 14, Definition 5.3, Lemma 5.7]). Note that in [14], Hardy and Harris
require that ¢ (¢) be a strictly positive martingale (see above their Definition 5.2), whereas
our martingales ¢ will simply be nonnegative. One can easily check that the results in
Sections 5 to 8 of [14] extend to functions ¢ satisfying ¢(0) > O and {(¢) > 0 for¢ > O.
Our martingales will satisfy these conditions.

2.1. The additive martingale in the half-plane. Since

g = YeV2Xit (2.2)

' In their set-up and notation, [14, Definition 2.1] the underlying Markov process &; is Brownian motion
in H stopped upon exiting Hj the state space is J = H; the space of “types” B is not relevant for us; the
inhomogeneous branching rate R : H — [0, 0o) is simply R(x) = 1 for all x € H; and the random variable
A(x) =1forall x € H, som(x) = 1.
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is a single-particle martingale, (2.1) implies that

W= Y YieV2Xiw-2
ueNy

is a Py-martingale, recalling the law [Py of the half-plane BBM started at height y > 0.
(The martingale property can also be seen from the many-to-one lemma.) We now want
to prove that W; — 0 PPy-a.s. as t — oo. As a nonnegative martingale, W; converges
almost surely. To show the limit is zero, we use a classical argument: we change measure
using y~' W, and study the new measure.

More precisely, letting W := (W;);>0, we can define a tilted probability measure
y on Fog via Py(E) := Ep,(y~'Wi1g) forall + > 0 and E € F;, written dP,

_1 WdPy, for short. Then Theorem 6.4 and Lemma 6.5 in [14] show that ]P’~ is the law of
a branching Brownian motion where we have modified the behavior of a distinguished
“spine” particle as follows.

Let ]f”y denote the law of a branching Brownian motion in the half-plane with spine
constructed on an enlarged probability space as follows. Let B be a Brownian motion
started from O and S be an independent Bessel process of dimension 3 started from
y. Our BBM with spine starts with a single spine particle that moves according to the
process ¢ — (B;++/2t, S;). After an independent exponential time of rate 2, this particle
splits into two children, one of which is arbitrarily designated the new spine particle. The
new spine performs a copy of the above process from its birth location, while the non-
spine child starts an independent BBM (standard and without spine) in H with killing
on oH. We let (X, (), Yi(u); u € M+) denote the positions of the particles at time ¢
and let & € N} denote the label of the spine. Note that the identity & of the spine is
not measurable with respect to the original filtration (F;);>0. The spine decomposition

theorem states that IF’ = ]P’ on F, explained below using [14].

Proposition 2.1 (Theorem 6.4, Lemma 6.5, and Theorem 8.1 in [14]). Forallt > 0
and E € F;, we have IP’V(E) P v(E). Moreover,

Pye =u| F) = WY, )eV? X O forallu e N (2.3)

Proof. Observe that the single-particle martingale ¢; (2.2) factorizes into a product of
two martingales, Y;1{;<;) and exp(ﬁX, — t) respectively, where each only affects
the corresponding coordinate of (X, Y;). Note that Y;1j,<;) is the probability change
needed to make Y; into a Bessel process, and exp(v/2X; — 1) is exactly the Girsanov
martingale that gives a drift V2 to X. Thus, [14, Theorem 6.4]% and [14, Lemma 6.5]
yield the equality of I@’y(E) and I@y(E) on F. Next, (2.3) is a consequence of [14,
Theorem 8.1]. We observe that while W; can vanish, we have W; > 0 on the event
u e J\/'t ,s0dPy == yW~ 1dIP’ on that event. Hence [14, Theorem 8.1] can indeed be
applied in our context.

We will make use of the following characterization of absolutely continuous random
measures.

2 To match notation, their Z(z) is our Wy, their Q is our @y, and their Q is our ]f"y.
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Proposition 2.2. Let (M,);>0 be a mean one nonnegative (F;);=o-martingale under law
P. Define a new probability measure Q on Foo via Q(E) := Ep (M1E) forallt > 0
and E € F;, written dQ = MdP for short. The martingale M; converges almost surely
under both P and Q; we write M for the a.s. limit. Then

Q(E) =Ep (Moolg) + Q(E N {Myo = 00}) forall E € Feo.

In particular, the following are equivalent:

(i) M is uniformly integrable with respect to IP;

(ii) Ep Mo = 1;
(iii) Q(Mso = 00) = 0.
Suppose we wish to show that M converges P-almost surely to a nondegenerate limit.
By Proposition 2.2, it suffices to show that lim inf,_, ., M; < oo Q-a.s. Likewise, the
inverse result follows if lim sup,_, ., M; = oo Q-a.s. Thus to prove that M; — O under
P, one need only show that M diverges under Q; this is typically much easier (see the
proof of Proposition 2.3). This is precisely how we show the following:

Proposition 2.3. The process W; — 0 Py-a.s. ast — oc.

Using the spine decomposition and Proposition 2.2, we show that the additive mar-
tingale vanishes in the long-time limit.

Proof of Proposition 2.3. We already know that W is a nonnegative martingale. Hence
by Doob’s theorem, W converges almost surely. Combining Propositions 2.2 and 2.1,
we have

y_lEy(Wool{Wm@o}) = I@’y(lim sup W; < oo) = I@’y(lim sup W; < oo). 2.4)

—>00 —>00

Note that under the law I@’y, W, > Y, (S,)eﬁxf(gf)_z’. Now X; (&) — V2t is a standard
Brownian motion, which makes arbitrarily large excursions almost surely. Moreover,
almost surely, the Bessel process Y;(&;) does not vanish in the limit. It follows that

lim sup,_, ., W; = oo Py-a.s. In light of (2.4), we conclude that

Ey (Weo Lo, <o0)) = Py (Weo < 00) = 0.

Since W; is a martingale, Wo, = 0 Py-a.s. O

2.2. Convergence of the derivative martingale and shaving. We now turn to the deriva-
tive martingale in the half-plane. The main result of this subsection is the following.
Recall that forr > 0

Zoi= Y [V21— X, )]Y, (wyeV2Xiw=2,
ueN}

Proposition 2.4. The process Z is a IPy-martingale and

Zoo = tlirgo Z,20 Py —as.



KPP Traveling Waves in the Half-Space Page 11 of 53 275

Recall that Zo, = 0 means Z,, is nonnegative and not almost surely zero. In the
forthcoming Corollary 3.3, we show that Z, is in fact almost surely positive on the
survival event.

Again, it is easy to check the martingale property, which follows as before from the
simple observation that

t (V21 = X)eV T and 1 > Vi<

are both martingales, so their (independent) product is a single-particle martingale.
Because Z has indefinite sign, we cannot immediately deploy the methods of the
previous subsection by studying a probability measure biased by Z. We circumvent this
issue through a classical trick: we consider a family of shaved derivative martingales
whose asymptotic behavior resembles that of Z;.
Given a > 0, we define

Z¢ = Y [Var+a— X )Y (e X2,
u€M+,a

where N} i= {u e N" : X;(u) < V2s +a, s <t} denotes the collection of particles
in \V;* whose trajectories remain below the line V25 + . As above, one easily checks
that Z* is a martingale by considering the corresponding single-particle martingale.
Moreover, the definition of N'** implies that Z% is a nonnegative martingale and thus
converges almost surely to a nonnegative limit Z3_.
We now use familiar tools to show that Z% is uniformly integrable and thus has a
nondegenerate limit. Define the tilted measure
— A
dQf = 5 dP,.

Let @‘;‘ denote the law of a BBM in H with spine & such that the spine particle branches

at accelerated rate 2 and moves according to the process (W2t +a — S, S;), where
S and S’ are two independent Bessel processes of dimension 3 started from « and y,
respectively. Then, using Theorem 6.4, Lemma 6.5, and Theorem 8.1 in [14] again as in
Proposition 2.1, we have the following.

Proposition 2.5. For allt > 0 and E € F;, we have Q‘;‘(E ) = @‘)"(E ). Moreover,

Q& =u | F) = (Z 7 [Var +a — Xi@)]Y, eV =2 for all u e N

Proof. As with Proposition 2.1, the proof reduces to checking the law of the single
particle motion & when we change measure via the single-particle martingale (+/2¢ +
o — X,)YteﬁX’_ZZ. We omit the repeated details.

We now use the spine decomposition to prove uniform integrability.

Lemma 2.6. For all « > 0, Z% is a uniformly integrable martingale that converges
Py -almost surely as t — oo to a nonnegative, nondegenerate random variable Z3.
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Proof. By Proposition 2.2, Z* is uniformly integrable if and only if
Q‘;(Zg‘o < o00) = 1. (2.5)
Let (7,,),en denote the increasing sequence of times at which the spine gives birth. Under
‘;f, the (7,)nen are the atoms of a Poisson process with intensity 2. Let
V=0 ((Xs(&), Ys(5), w); s = 0, n € N) (2.6)

denote the filtration associated to the trajectory of the spine and the birth times. The
spine has position (v/27 + « — S;, Sh.
Hence the martingale property of Z for standard BBM yields

o
Ego(Z7 1Y) = S Sje V2= ¢ 375, 5 e V201, Ly Q%-as.
’ n=1
Using Fatou’s lemma and the transience of Bessel-3 processes, we find
o
B (Z% | V) < 3 S5, 8,720 Qffeas.
n=1

Now, the law of the iterated logarithm for Bessel processes implies that for any ¢ > 0,
almost surely 11/27¢ < S; < ¢1/2*¢ for sufficiently large ¢. It follows that

oo
ZST,, S;ne*ﬁ(sff"” < oo Qf-as.
n=1

This proves (2.5). As aresult, Z% is a closed martingale that converges P, -almost surely
and in L' to Z% . In particular, we have

E,Z3, =E,Z§ =ay >0,
which shows that ZZ is positive with positive probability. O

We now complete the proof of Proposition 2.4 by showing the convergence of the
derivative martingale Z to the nonnegative limit limy— 00 Z%,.

Proof of Proposition 2.4. We first note that o — Z7 is increasing for all t > 0, so
a > Z3, is also PY-a.s. increasing. Hence limy s o Z3, is well-defined Py-a.s..

If M; = maxy; X;(u) denotes the maximal displacement at time ¢ of a standard
one-dimensional branching Brownian motion, then it is well known (see, e.g., [23]) that

liminf /2t — M; = 400 ass. 2.7)
11— 00
so in particular we have
M* = sup sup X;(u) — 2t <oo P¥—as. (2.8)
120 ueN;

Foralla > M* and t > 0, we have

z¢ =Y [Vat+a— X)) (wye? i
ueN;
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= Y V2 - X, @]V eV 072 4o 37 )V 0% = 7, 1 aw,.
ueNy ueNy

Taking t+ — oo and using Proposition 2.3, we conclude that PY-a.s., we have

lim Z, = Zz% foralla > M™.

—00
In partigular, the family (Z%,)q~0 stabilizes once o exceeds the (random) threshold M.
Since M™ is almost surely finite,

Zy = lim Z, = lim ZZ.
11— 00 o—> 00

2.3. Supercritical additive martingales. We now turn to the supercritical additive mar-
tingales

th,u _ Z oM X1 () Sil’lh[,uYt(u)]e_(kz/2+ﬂz/2+l)t 2.9)
ueNy
parameterized by A, u > 0. As usual, from the machinery of [14] and the single-
particle martingale, one can readily check that W*** is a martingale. Because W*:*
is nonnegative, it has an almost sure limit W&;” > 0. In this subsection we prove the
following dichotomy for Wéo’“ .

Lemma 2.7. If A2 + u? < 2, then the martingale W** is uniformly integrable and
Wé‘o‘“ = 0. Otherwise, W&;“ =0Py-a.s.

Proof. We again employ a spine decomposition. Given A, i, y > 0, let I@’;“ denote
the law of the following BBM with spine &. The spine particle moves according to a
process (X¢, Yy), where X is a Brownian motion with drift A started from 0 and Y is
an independent Brownian motion with drift p started from y and conditioned to stay
positive. The spine particle branches at the accelerated rate 2 and non-spine particles
behave as independent BBMs in H.

Using Theorem 6.4 and Lemma 6.5 of [14] as in Proposition 2.1, I@’;” coincides with

the tilted measure dﬁﬁ‘” = Six—%d]}”y on Foo. This follows from the fact that

sinh[uY; (6)] e,uth 1
sinh(uy) {¥5(5)>0; s <t}

is the Radon—Nikodym derivative of a Brownian motion with drift x conditioned to stay
positive relative to the Wiener measure (see, e.g., [32, Chapter III, 29]).

Observe that I@’;” -a.s., we have

A M XiE)=221/2 sinh[uYt(St)]e_“Z’/ze_’.
Recalling that X (§) and Y (§) have drift A and pu, respectively, we have

)\.2+[,L2

1 R
lim inf — log W)"* > —1 Phias.
t—o0 t
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Hence, if A2 + 4% > 2 (or if A> + u? = 2 by the law of iterated logarithm), we have
F;’“(Wéo’“ < 00) = 0. Then Proposition 2.2 implies that Wi"* = 0 Py-a.s.

If A2 + 1% < 2, we condition with respect to the spine’s position and branching times
(Tn)nen as in the proof of Lemma 2.6. Recalling ) from (2.6), the martingale property

for W™ yields the P}*-a.s. bound

N 1 & 2 2
A A - A X+t Yz, — (A2 /2417 /241) Ty,
]Ey (W™ 1Y) < ) g € .

n=1

This is P*#-almost surely finite, so Proposition 2.2 implies that W+# is uniformly
integrable under Py. It follows that E, W&;” = sinh(uy) > 0, so Wé};” = 0. |

Proof of Proposition 1.2. The proposition unites Proposition 2.4 and Lemma 2.7. 0O

3. Constructions of KPP Traveling Waves

We now use the nondegenerate martingale limits Z, and Wc);(;” from Proposition 1.2 to
construct traveling waves for the KPP equation in H. We rely on McKean’s formulation
of the link between BBM and the KPP equation, as well as “smoothing equations”
satisfied in law by the martingale limits.

3.1. A Minimal-Speed Wave. Recall from Theorem 1.3 the definition (1.7) of ®:
®(x,y) =1—Eyexp (—e_ﬁxZoo) .

We show that @ is a traveling wave on H of speed ¢, = +/2 in the sense of Definition 1.1.
Our main tool is the McKean representation of solutions of (1.1). This connection be-
tween BBM and the KPP equation was observed by McKean [27] in one dimension.
Here, we state a straightforward analogue valid in H.

Proposition 3.1 (McKean representation). If ¢ € L°°(H) satisfies 0 < ¢ < 1, then

ut,x,y)=E, [1-— 1_[ [1—¢(x — X/ (v), Y, (v))]
ve N

is the unique solution of (1.1) with initial condition u(0, -) = ¢.

Proof. First suppose that ¢: R — [0, 1] is additionally C>. We define

gpt.x. ) =Ey | T] [1 -0 - X, v,w)]
ueN;

By dominated convergence,

1il%q¢(t,x, yv)=1—¢(x,y) and limoq¢,(t,x, y)=1. 3.1)
t— y—>
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To begin, we compute 9;g4|;—=0. Applying the branching property at the first branching
time of the BBM, we have

qp(t, x,y) = 'Ey[1 —p(x — X;, Y1)
t
_ 2
+/0 e *E, (Eys [a6(t —s,x — X, Yy) | Xy, Y] Lot Y>O}> ds.

Thus Itd’s formula, dominated convergence, and (3.1) yield

1
0490, %, ¥) = =q5 (0, %, ) + 58440, x, y) + 4 (0, x, 2

Now fix r, h > 0. Given u € N;f, let N}, (1) denote the set of descendants of u alive at
time ¢ + h. Applying the branching property at time &, we have

qet+h,x,y) = Ey|:Ey( H 1_[ [1—¢(x — Xrsn(v), Yien (v)) ] ‘ fh)]

ueN; ve N, (u)

+

= Ey[ [T 20(t. x = Xnw). Yh(u))j|.
ueN;

Our earlier computation allows us to differentiate this expression at 4 = 0 to find

1
0dp = 5045 +45 — dp-

So 1 — gy solves (1.1).
To extend this result to ¢ € L°°(H), let u denote the unique solution of (1.1) with
initial data ¢p. For all € > 0, u(e, -) € C2. Hence we have just shown that

u(t,x,y):=1-E, 1_[ [1—u(e, x — X,(w), Y;(w)]
ueN,;

solves (1.1) with initial data u(e, -). By the semigroup property, u®(t, -) = u(t +e¢, -)
for all # > 0. We conclude by taking ¢ — 0 and using the fact that u(e, -) — ¢ weakly
in L,

O
We now prove that the limit of the derivative martingale satisfies a recursive equation in
distribution. More precisely, using the branching property of the BBM, we show that the
law of Z, is a fixed point of a multitype version of the so-called smoothing transform.
In the following, for fixed #, s > 0, we write # < v when a particle v € ./\/'t*jrY is a
descendant of u € N'.

Lemma 3.2. Forall y > 0 andt > 0, we have
Zoo= 3 VP27 (W), (3.2)
ueNy
where

Zoo(u) := slggo Z [\/zs - X,H(v)]eﬁx”“(”)*zs foru € N;.

u=<veNp,
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Moreover, conditionally on F;, the random variables (Zoo (u); u e /\f,") are indepen-
dent and Z~, (1) has the distribution of Z«, under law Py, ().

Proof. Givens,t > 0and u € N}, we define N, (1) = {v € N} 1 u < v} and
W (u) = Z Yies (U)es/i[xﬁ.v(v)*xt (M)J*ZS’
veN(u)

Zow) =Y (V25— [Xia (W) = Xo()]) Yy ()Y 2 X (0= Xew) =25
veN/(u)

With this notation, we can write

Zi =3 D [V20+9) = Xir(0)]Viay (e 2Xrss 072050

ueN; veN (u)
= Y V2 - X, @]V 02wy + Y VX027 ). (33)
ueN;y ueN;

The branching property implies that conditionally on F;, (Ws(u), Zy(u)),_ s+ are in-
t

dependent random pairs and (W (u), Zs(u)) has the law of (Wy, Z) under Py, ). In
particular, taking s — oo and using Proposition 1.2, we have

slglgo (Ws(u), Zy (u)) = (O, Zoo(u)) Py —as.

The limits (Zoo (w); u e /\/;’) are independent conditionally on F; and share the law of
Zso under Py, ). Moreover, (3.2) follows from (3.3).

Using the branching property, we can check that Z, is positive precisely on the survival
set of the BBM.

Corollary 3.3. For all y > 0, we have
{Zoo > 0} = (N £ @ forallt >0} Py —as.

Proof. Let S := {N;" # (¢ forall t > 0} denote the survival event of the BBM on H.
The definition of Z; immediately implies that

{Zoo >0} C S. (3.4)
Hence it suffices to show that Py(S) = Py(Zs > 0) for all y > 0. We note that

Proposition 2.4 implies that g is positive on R4, so (3.4) yields p > g > 0.
Given y > 0, we define the functions p and g by

p(y) =Py(S) and ¢(y) :=P,(Z =0).

Using the branching property at time ¢, we see that

Py(S 1 F) = [ Praw(S9).
ueNy
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It follows that p satisfies the recursive identity

p» =E, [] p(x:w) (3.5)
ue/\/Jr

for all # > 0. Similarly, using Lemma 3.2, we have

q(y) = Ey[Py(Zoo(u) = Oforallu e N | F)] =E, [] ¢(vw)  (3.6)
ue/\f+

for all + > 0. Combining (3.5), (3.6), and Proposition 3.1, we see that | — pand 1 — ¢
are both stationary solutions of (1.1) on the Dirichlet half-line. That is, both are positive
bounded solutions of (1.3). Lemma 6.1 of [4] states that there is only one such solution;
we have previously denoted it by ¢. It follows that p = 1 — ¢ = ¢, which completes
the proof. O

Armed with Lemma 3.2 and Proposition 3.1 we are now able to show that ® is a minimal-
speed traveling wave.

Lemma 3.4. The function ® defined in (1.7) is a traveling wave of speed /2.

Proof. Fix (x,y) € Hand ¢ > 0. Using every part of Lemma 3.2, the tower property
for F; yields

O(x,y)=1-Eyexp [~ Y eV2Xi@—v2A=07_ ()
ueN;

=1-E, [] [1 - ®(2t+x - X, ). Y,(w))].
ueN?

Now Proposition 3.1 implies that the function

O(x —V2t, ) =1-Ey [] [1 - ®(x - X;(w), ¥i(w))]
ueNy

solves the KPP equation (1.1) with initial data @ (x, y). It follows that ® solves (1.2).
Clearly, @ is bounded. Moreover, because Z, is not identically zero, ® is nonconstant
in x, and thus neither 0 nor ¢. By Definition 1.1, ® is a traveling wave of speed +/2.

3.2. Higher-Speed Waves. We now construct traveling waves with speeds ¢ > c,. As

for ®, we use the Laplace transform of the martingale limits Wgo’“ . The proof is very
similar to that presented above, so we omit some repeated details.
Fix t > 0. As with Z,, the branching property of the BBM implies that the random

variable Wé‘c;“ satisfies the smoothing transform

Wi = Z e)\x,(u)f(kz+u2+2)t/2wéél‘(u), 3.7)
ueN;
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where, conditionally on F;, the random variables (Wé‘o’“(u) U € /\f;’) are independent

and share the distribution of W43 under Py, (). The proof is analogous to that of (3.2).
In fact, when A2 + u? < 2, (3.7) and Proposition 1.2 imply that

(WX > 0) = (N £ @forallt >0} Py-as. (3.8)

Using the fixed point equation (3.7), we show that the Laplace transform of WQC;”
corresponds to a traveling wave of (1.1).

Proposition 3.5. For all A, v > 0 such that A2+ uz < 2, the function

@) u(x,y):=1—Eyexp (—ef)‘x Wé‘o’“)

2,,,2
is a traveling wave of (1.1) with speed 2 +2’1 2 - V2.

Proof. For all (x, y) € Hand r > 0, (3.7) and the tower property for F; yield

@ (. y)=1—Ey | [] [1 = ®rpler +x — X, ). Yiw)] |

ueN;
_ A2 . . ce 1L
where ¢ = =—5—=. Note that this speed is supercritical:
A2+2
¢ > inf =2

+

Using Proposition 3.1, we deduce that @, , (x — ct, y) solves (1.1), so ® itself solves

(1.2). Moreover, Wé‘é“ is not identically zero, so ®;, ,, is neither O nor ¢. Therefore ®; ,
is a traveling wave of speed c. O

Provided Theorem 1.1 holds, the proof of Theorem 1.3 is now complete.

Proof of Theorem 1.3. Using Lemma 3.4, we observe that ® is a traveling wave on
H with speed c,. Using Theorem 1.1, we deduce that it is the unique minimal-speed
traveling wave, up to translation in x. The second part of Theorem 1.3 is Proposition 3.5.
O

4. Structure and Tameness for Minimal-Speed Waves

In this section, we use analytic methods to constrain an arbitrary minimal-speed traveling
wave W on H“. We first show that W is decreasing in x, increasing in y, and constant in
x'. It follows that W is essentially two-dimensional and we can restrict our attention to
the half-plane H?. We then prove a sharp upper bound on the tail of W where x > 1.
This bound is termed “tameness” in the probabilistic literature; it plays a crucial role in
our subsequent probabilistic arguments.

We collect the main results of this section in the following proposition. Recall that
we denote coordinates on HY = R x R?~2 x R, by (x, X, y).
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Proposition 4.1. Let W be a traveling wave on H? of speed c,.. Then V is independent
of X' and satisfies 0 < ¥ < ¢, 0,V < 0, and 0y > 0. The limits ¥(—o0, -) = ¢ and
W (+00, -) = 0 hold locally uniformly in y. Moreover, there exists C > 0 such that

Wx,x,y) < CA+x)ve ™V forall (x,x,y) € HY. 4.1)

In light of Theorem 1.5, the tail bound (4.1) is sharp up to a constant factor wherever

x > clog, y for some ¢ > ik

In the following, we use the notation f < g when f < Cg for some universal
constant C € R,. Likewise, f <, g indicates that the constant C can depend on the
parameter .

4.1. Strategy. We begin by adapting maximum-principle arguments of Hamel and Nadi-
rashvili [12] to show that W has the expected monotonicity: 3, ¥ < 0, d,¥ > 0, and
Vy' W = 0 (Proposition 4.4). As a result, ¥ does not depend on x" and the problem
reduces to two dimensions. It also follows that W approaches ¢ on the left and 0 on
the right (Corollary 4.5). These regimes are separated by a smooth level set {WV = 1/2}
that coincides with the graph of a uniformly smooth function x = o (y), at least away
from dH. Using a uniqueness result on the whole plane R?, we can show that o’ — 0
as y — oo (Lemma 4.6). That is, the level set {W' = 1/2} is asymptotically vertical far
from oHL.

The remainder of the argument combines comparison methods with potential theory.
Counterintuitively, the comparison portion is based on a family of compactly supported

subsolutions that ensure that W roughly decays like e~V2¥ where x > o(y) (Lemma4.7).
We exploit this loose form of regularity in our potential theoretic arguments. In the
following discussion, we focus on x, y > 1; the rest of the half-plane can be handled
easily.

Using the aforementioned exponential decay, we show that ® := eV s nearly
harmonic on the domain {x > 60 (y)}. Because o is sublinear, this domain is similar to
a quarter-plane and can be conformally mapped there with (1) distortion [34], where
r := y/x% + y2 denotes the radial coordinate (Lemma 4.9). On the quarter-plane, explicit
analysis based on the Herglotz representation theorem [17] shows that positive harmonic
functions with suitable boundary data grow at most quadratically in . Composing with
our conformal map, we see that ® grows at most like r2*°1) (Corollary 4.11). This
polynomial bound implies that o grows no faster than logarithmically in y.

This additional quantitative information implies that {x > 60 (y)} can be conformally
mapped to the quarter-plane with bounded distortion. Using our quadratic bound on the
quarter-plane, we find ® < r2 (Lemma 4.12). To conclude, we observe that ® <
(x + 1)y on the rays {x = 0}, {x = y}, and {y = 0} while ® grows no more than
quadratically in the interior of the acute sectors {x > y} and {x < y}. The Phragmén—
Lindel6f principle [28] thus allows us to extend the estimate ® < (x + 1)y from the
boundaries of the sectors to the sectors themselves, and hence to the entire quarter-plane.
Proposition 4.1 follows.

4.2. Monotonicity and Structure. We begin with a general traveling wave W on H¢. We
show that W lies between the two one-dimensional steady states.
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Our argument makes use of the parabolic flow

HW = TAW + ¢, W+ W — W? inH,
W, -) =W in HY, 4.2)
W=0 on 9H?

corresponding to (1.2), so we first record the well-posedness of (4.2). This is well-known
in the PDE literature, but we provide a proof for completeness.

Proposition 4.2. For each nonnegative Wy in C3(H?) N C (HY), (4.2) admits a unique
bounded classical solution.

Proof Consider a sequence of uniformly smooth bounded domains (£2;),cn such that
H? N Byy1 € Q, c H? foralln € N. Let Wo.» be a nonnegative smooth cutoff of Wy
defined so that Wy., = Wy in HY N B,, Wo.nlag, = 0, and [|Wo.,lleo < [[Wolleo- For

each n, Theorem 14.15 in [24] provides a unique solution W, in C([O 00); Che(2,) N

loc(Qn) NnC (Qn)) of (the analogue of) (4.2) with initial data Wy.,, for some o > 0.
The maximum principle ([24, Corollary 2.5]) ensures that

0<W, =< ”WO“oo v 1L

Hence local Schauder estimates such as Theorems 4.8 and 4.21 in [24] ensure that
[Wallcre(g,) is uniformly bounded independently of n : [[Wyllcre(q,) S < 1. We note
that Theorem 4.21 is posed on a domain with flat boundary To apply it to ,, we
compose W, with a chart that locally flattens 9€2,. We thus obtain the same bounds as
in the flat case, up to a uniform factor that reflects the regularity of the chart, and thereby
the C3 smoothness of 9€2,,. Next, Theorem 5.14 in [24] states that there exists a unique

solution W, of the linear problem

Wy = SAW, +cd Wy + W, — W2 inQ,,

Wa (0, -) = Wo.n in Q,, (4.3)
W, =0 on 082,

in which we view W, as external forcing, and ||W llczeq,) < 1. Now W, also satisfies
(4.3), so by uniqueness, W,, = W, and [Wallcre,) S 1.

We have now shown that W,,, 8; W,,, VW,,, and V2W,, are uniformly bounded inde-
pendently of n in Holder spaces.

Using Arzela—Ascoli and diagonalization, we can thus send n — 00 and extract a
subsequence of (W,), that converges locally uniformly in H? x [0, 00) to some limit
W, and for which 8, W,,, VW, and V2W, similarly converge to 9; W, VW, VZW. Then
W satisfies (4.2) classically, and

0<W < [Wolloo V 1.

For equations in the whole space, this construction by exhaustion can be found in
the proof of Theorem 8.1 in [22]. That theorem also derives the uniqueness of bounded
solutions from a maximum principle in unbounded domains. The boundary plays no role
in the proof of said maximum principle, so the uniqueness quoted in [22, Theorem 8.1]
holds in H? as well. O
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Lemma 4.3. If W is a traveling wave on H%, then 0 < W < ¢.

Proof. Because W is bounded by hypothesis, we can apply a de Giorgi estimate up
to the boundary such as [10, Theorem 8.29] to conclude that W is uniformly Holder
continuous. Then a boundary Schauder estimate like [10, Theorem 6.6] implies that W
is in fact uniformly C>¢. In particular, both W and dy W are uniformly bounded. Since
@(00) = 1 and ¢’ (0) > 0, it follows that

U(x,x',y) < Ko(y)

for some K > 1 and all (x, X', y) € H.

In the following, given r > 0 and nonnegative Wy € C>(H¢) N C(HY), let 22, W :=
W(t, -) denote the unique bounded classical solution of (4.2). This is well-defined
thanks to Proposition 4.2. Because K¢ € C 3MHYHNCHY) is a supersolution of (4.2), its
evolution & (K ¢) is decreasing in ¢, and thus has a nonnegative bounded limit (K ¢)
solving (1.3). On the other hand, ¢ is a steady solution of (4.2) and K¢ > ¢, so the
comparison principle implies that Z(K¢) > ¢ > 0. Thus P (K¢) is a bounded
positive solution of (1.3). By Theorem 1.1(A) of [4], the only such solution is ¢. Now
W is also a steady solution of (4.2), so comparison yields

V=PV < P (Kp) = 0.

Since W is neither O nor ¢, the lemma follows from the strong maximum principle (see,
for example, [10, §3.2]).

We now show that minimal-speed waves have the expected monotonicity. Our argument
follows the proof of Lemma 5.1 in [12], which establishes the analogous result in the
whole space.

Proposition 4.4. Let W be a traveling wave on HY of speed c,, = ~/2. Then 3, ¥ < 0,
0y > 0, and VyW = 0. Moreover, 9x logW¥ > —2.

Proof. Take0 = (0x, 06y, 0y) € 9= We write 0p := 6 -V for the derivative in direction
6. We wish to show that dgW > 0 when 6, < 0 and 6, > 0. To this end, suppose 6, > 0
and inf dp ¥ < 0. We then show that 6, > 0.

Define
= — =0glogV¥
V= = 0 .
W p 10g

When y > 1, Schauder and Harnack estimates imply that v is uniformly bounded (see,
for example, Theorem 6.2 and Corollary 9.25in [10]). On dH?, we have W = 0 and hence
0x¥ = VyW¥ = 0, while the Hopf lemma yields d,¥ > 0. (Here we use Lemma 4.3
to apply [10, Lemma 3.4], with a sign opposite that in the text.) Because 6, > 0, it
follows from elliptic estimates up to the boundary that v_ is uniformly bounded where
0 < y < 1. Thus v_ is uniformly bounded. Because dp ¥ < 0 somewhere, we have

infv=-m

for some m € R,. Thus there exists (x;)neny C HY such that v(x,) — —m asn — oo.
Define ¥, := ¥(- +x,) and v, := v(- +X,) for n € N. We consider several cases
depending on whether W, or y, vanishes in the limit.

Case I: First suppose ¥, does not vanish locally uniformly as n — oo along any
subsequence and limsup,_, ., ¥» > 0. Restricting to a subsequence, we can assume
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inf,, y, > 0. Schauder estimates allow us to extract subsequential limits y, € (0, o],
Wy # 0, and v Of (Y, Wy, Un)nen such that vs(0) = —m = min vs. One can easily
check that these satisfy

1 A4
—AvVso + ©
2 Yo

- Voo + €505 Voo — YoolUoo = 0 4.4)

in the domain HY — Yooty under the convention that HY — oce y = R4, Since v, achieves
its minimum at the origin, Vvs(0) = 0 and Avyg(0) > 0. Then v5,(0) < 0 and (4.4)
imply that W, (0) = 0. This contradicts the strong maximum principle, as Vo, > 0 and
we have assumed W, is not identically zero. So this case does not occur.

Case 2: Still assuming W, does not vanish locally uniformly along any subsequence,
suppose y, — 0. Boundary elliptic estimates imply that v — oo locally uniformly as
y — 0if 6, > 0. From the definition of x,,, we must have 6, = 0 in this case.

Now v satisfies (4.4) on H?. This case is more delicate because Woo| amd = 0,
s0 (4.4) is singular at the boundary. Nonetheless, we show that one can resolve the
singularity. Let A := dyW|y=0 > 0, which is a function of (x, x’). Evaluating (1.2) at
y = 0 and taking a limit, we see that 8}2,\1100 ly=0 = 0. By Taylor’s theorem, there exist

a nonempty connected neighborhood U of 0 in H? and I' € C*°(U) such that
W =Ay+Ty> inU. (4.5)

We now consider the advection term in (4.4). The ratio (V, y W)/ Weo is bounded on
U, so the only component of concern is 9y Woo/ Weo. Indeed, 0y Woo > 0 while W =0

on dH“. However, we can use (4.5) to compute

dp W
dy Voo = By < fp °°) =2A"2(A3T —T3A)y+O(H>) inU. (4.6)
o0
‘We then find
3y Woo o _
dyVoo = 2AT2(A3T — TdgA) + O(y) inU.
o0

Likewise,

02000 = 2A 2 (AT —T95A) + O(y) inU.
We thus conclude that
3y Woo

o0

dyVoo = 351100 +O(y) inU

Thus this singular first-order term acts like a regular second-order term. Perhaps after
shrinking U, we are free to assume that voo < —m /2 on U. We can thus multiply and
divide the O(y) error term by v to write (4.4) as

1 RV VoW
<—A+82) voo+< ’\‘p B +c*) B Voot ’:y % Vy Voo = [Woo+O() Jvoe = 0. (4.7)

y
2 ) oo o

The coefficients in this operator are bounded and %A+8y2 is (uniformly) elliptic. Consider
(4.7) at the origin. There vy, achieves its negative minimum and (4.6) implies that
0yVoo(0) = 0. By the Hopflemma, v = —m in U. Using this in (4.4), we obtain W, = 0
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in U, which contradicts the strong maximum principle, as W, # 0 by hypothesis. So
this case does not occur.

Case 3: Next, suppose we can restrict to a subsequence along which ¥,, — 0 locally
uniformly and lim sup,,_, ., y» > 0. Further restricting, we may assume inf, y, > 0.
We define
V(. +x
w, = ( n) eﬁx
v (x,)

and extract subsequential limits y, € (0, 0c0] and wso. The latter satisfies weo(0) = 1
by construction. Because W(x,) — 0, we are in a linear regime and wy is harmonic:

Awe =0 inHY — yoey.

Moreover, when ys, < 00, Ws, = 0 on the boundary y = —ys. Positive harmonic
functions satisfying the Dirichlet condition are unique up to scaling [3, Theorem 7.22].
Since wao(0) = 1, we can identify woo = 222 if yo, < 00 and weo = 1 if yoo = 00.
In each case, dgw(0) > 0 because 6y > 0. On the other hand, v(x,) — —m implies
that

0 < Jweo(0) = —m + /26,

We conclude that 6, > 0 and m < ﬁ@x.
Case 4: Finally, suppose we can restrict to a subsequence along which ¥, — 0 locally
uniformly and y, — 0. Then we define

(.
lZ)n = —( +Xn) eﬁx
W(x, +ey)

and extract a subsequential limit as above. We have wq (ey) =1, AWy = 0, and
Woolgpe = 0. It follows that e, = y and dpwee(0) > 0. Reasoning as above, we again
obtain 6, > 0 and m < +/26y.

We have now shown that dp¥ > O whenever 6, > 0 and 6, < 0. It follows that
0x¥ < 0and d,¥ > 0. If we take 6, =0, =0,

0<0_g¥ =—0V¥Y <0.

That is, dg ¥ = 0, meaning VoW = 0. Finally, ¥ cannot be constant in y, so the strong
maximum principle implies that d, ¥ > 0. Similarly, if 9, ¥ = 0, then it is a bounded
positive steady state of the KPP equation on the half-line. The unique such solution is
¢, and we have assumed that W # ¢. It follows that W is nonconstant in x as well, so
0¥ < 0.

Finally, we showed above that m = m(0) < (V26y)+. Taking 6 = e, s0o 0, = 1, we
see that m < V2. Recalling the definition of m, we have

inf 0, log U > —+/2.

O

Since W is constant in X', we can drop those variables. In the remainder of the paper, we
assume d = 2, so W is a traveling wave on H := R x R, and thus a function of (x, y).



275 Page 24 of 53 J. Berestycki, C. Graham, Y. H. Kim, B. Mallein

H

¢~ '(s)

JH

Fig. 2. Parametrization of the level set {W = s} by oy

Corollary 4.5. For all £ > 0, the limits
Iim ¥, -)=¢ and lim Y(x,-)=0
X—>+00

X—>—00
hold in C'([0, £]).

Proof. Because W is bounded and monotone in x, the limits lim,_, 1~ W exist and are
bounded steady states of the KPP equation on R;. Moreover, ¥|y=—oo > V|y=tco-
The only two bounded steady states on R, are ¢ and 0. The corollary follows from the
uniform continuity of W and its derivatives. O

We next consider the behavior far from the boundary. In the following, we use the
notation O,(y) to indicate a function f(s, y) such that f(s,y)/y — Oasy — o0
pointwise (but not necessarily uniformly) in s. Recall that w,, is the unique minimal-
speed one-dimensional traveling wave satisfying (1.14).

Lemma 4.6. For all s € (0, 1), the level set W~ (s) can be expressed as the (rotated)
graph {x = o5(y)} of a locally smooth and increasing function o5 (¢~ '(s), 00) — R.
It satisfies o, — 0 and hence o5(y) = 05(y) as y — oo.

Moreover, for all k > 0,

tim [ Wer, ) =, (x = 0y (0) + wg! B
Jm (x y) wc*(x U;(y) wc* (S)) Ck(Rx[£,00))

We depict oy in Fig. 2.

Proof. Fix s € (0, 1). Due to 9,V < O (from Proposition 4.4) and Corollary 4.5,
w1l ¢ {y > go_l(s)} and for each y € (go_l(s), 00), there is a unique x € R such
that W(x, y) = s. Let o5(y) denote this value of x. Because 0¥ < 0, the implicit
function theorem ensures that oy is locally smooth. We note that the “local” qualifier
is necessary because o, — —oo as y N\, ¢~ (s). In any case, dyW > 0 implies that
o, > 0.

We now consider the limiting behavior of o, at infinity. Given a sequence (y,),eN
tending to infinity, define WV, := lI/( - +(o5(yn), yn)). Then W, (0) = s for alln € N.
Taking n — oo, we can extract a locally uniform subsequential limit W, that solves
the traveling wave PDE (1.2) on the whole space R2. The limit satisfies Yo 0) = s, so
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W is neither identically O nor 1. By Theorem 1.7(i-c) in [12], W is a function of x
alone. It follows that

Voo (X, y) = we, (x + w;l (s)).

Because the limit is unique, we have W (x +0,(y), y+ y’) — We, (x + wc_*1 (s)) locally
uniformly in (x, y) as y’ — oo. In fact, Schauder estimates imply that this convergence
holds locally uniformly in C* for every k > 1. Hence

VU (04 (y), y) = w,., (wc_*1 (s))ey asy — oo.

Since {x = o,(y)} is a level set of W, the above gradient is orthogonal to the tangent
vector (0](y), 1). Because w], (w'(s)) # 0, it follows that o] — 0 as y — oo, and
hence o5 (y) = 04(y) as y — oo.

We have now shown that

Ce(I-L,LD

lim H\I-f(x, y) — We, (x —os(y) + wc_*l(s))
y—)OO
forall L > 0. Dini’s second theorem allows us to upgrade the uniformity in x from local
to global [29, pp. 81, 270]. We apply it on the compactification [—o0, oo], and must thus
verify that

W (£o00,y) = W, (F00) asy — oo. 4.8)

Corollary 4.5 states that ¥ (—o00, y) = ¢(y) and W (+00, y) = 0. Moreover, ¢(y) — 1
as y — oo, while w., (—00) = 1 and w.,(+00) = 0. This confirms the endpoint
convergence (4.8), so Dini yields

[ W) = e (v = 0,0+ 0 9))

lim =0
y—>0o0 Cr(R)

Taking the limit superior in y, we are free to write this as

i [we, ) = e e =0 @)=
Ki)n;O (x y) wc* (.X US‘(y) + wC* (S)) C(RX[@,OO)) 0

The higher-regularity statements then follow from Schauder estimates. O

In the remainder of the section, we take s = 1/2 and define o (y) := o01,2(y) by
u(o(y), y) = 1/2. We often make use of its positive part

o4 (y) :== max{o(y), 0}. 4.9)

4.3. A subsolution. Our analysis of W hinges on the heuristic that W roughly decays

like e~V2* to the right of its 1/2-level set {x = o (y)}. This decay was foreshadowed
in Proposition 4.4, which states that 9, log W > —+/2. We now show a complementary
fact: W cannot decay at a rate much slower than v/2.

Lemma 4.7. Foralle € (0,272, x eR, y > 1, and £ > 0,

min {eW*eV\y(x +e,y), 1} < W(x,y) < eV2U(x + 0, y). (4.10)
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Our key tool is a compactly-supported subsolution that varies in time. It will move to
the left while growing exponentially. By deploying this subsolution beneath W, we will
find that W cannot decay too slowly, for otherwise its level set will be far to the right of
the true location o. Thus, somewhat counterintuitively, we use a subsolution to prove
an upper bound.

Our traveling wave W can be viewed as a solution of the KPP equation (1.1) moving
with velocity c.e,. That is, W(x — c.rey) solves (1.1). Our left-moving subsolution is
based on a compactly-supported subsolution of (1.1) that moves at a slower speed but
grows exponentially in time.

Let

1
A:&t—zA—l

denote the parabolic operator corresponding to the linearization of (1.1) about 0. Given
¢ > 0,let (S.2)(t, X) := e WDz (z, x — cte,) denote an exponential tilt followed by
a shift into the frame moving at velocity ce,. Then one can check that

1 2_ 2
S;IAsczat—EAf 26*. @.11)

Thus this tilt and shift merely change .A by a multiple of the identity.

Let ¥ > 0 denote the principal Dirichlet eigenfunction of —5 A on the unit ball
Bi C R? normalized by ¥(0) = |||l = 1. We extend ¢ by O to the entire plane R2,
Let  denote the corresponding principal eigenvalue. Given R > 0, the dilation ¥ (- /R)
is the principal eigenfunction on the R-ball Bz with principal eigenvalue 1t/ R>.

Recall that we are looking for a compactly-supported subsolution that moves at a
speed ¢ < ¢4 and grows in time. In this spirit, we will choose ¢ < ¢4, A > 0,and R > 0

e)nt < )
R

lies in the nullspace of S LAS.. In light of (4.11), this is equivalent to
w2 —c?

At — —
R? 2

=0. (4.12)

Ultimately, we wish to show that solutions W of (1.2) decay like e~V?*. When we deploy
our subsolution in (1.2), it will move to the left at the relative speed € := ¢4, —c¢ > 0.In
time 1, it will move distance ¢ to the left and grow by a factor of e*. We can interpret
this as spatial decay at rate A /. If we want to prove exponential decay of rate +/2, we
want A /¢ to be close to +/2. Rearranging the dispersion relation (4.12), we want

A " e
I>V2-="=-"2 42, 4.13
> i (4.13)
Thus to obtain the bounds we desire, we must use a large radius (and a very flat eigen-
function), weak exponential growth, and a speed slightly slower than c,. We choose R
and A so that the two terms on the right of (4.13) are equal. Expressing our parameters
in terms of ¢, we choose

V21

Ce:=Cx— &, Mg :=¢€(cx —€)=¢ce, and R, := ——. 4.14)
&
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Applying S, we see that

X — cptey
Ve(t, X) :=exp[Agt — ce(x — cet + Re)] @ (R—>
&€

satisfies Av, = 0. That is, v, solves the linearization of (1.1) about 0. We must now
account for the nonlinear absorption in the full equation. Since our solutions of (1.1) lie
between 0 and 1, v, is certainly a poor approximate solution when it exceeds 1. Thus
in practice, we use a small multiple v, on a time interval that ensures that v, < 1,
namely 0 < ¢ < k;l log a~ L. To handle the nonlinear absorption on this interval, we
multiply ave by a time-dependent factor b(¢) < 1. A simple computation shows that
abv, is a subsolution of the full equation (1.1) provided

b < —ab’e™!.
Taking b(0) = 1 and solving the corresponding ODE, we choose
b1 = [1+ar, (™ — )]

‘We observe that

b¢(t) > ——— when ae! = 1.
+ Ag

It only remains to shift into the c,e,-moving frame. We define

X +&te,
Wi (t, X) 1= ab (t) exp [het — co(x + et + Re)] ¢ < R ) .

&€

Then for all @ € [0, 1] and ¢ € [O, X;] log a1, w? is a subsolution of the parabolic
traveling wave equation

1
W = EAW+C*8XW+ W — W2

1

Assuming ¢ < 2712 and ¢ < )»;1 loga™", we have
s X + cte
?e_zQRse)‘std) (R—’“> < w(t,x) < e’ g, (—er,0)- (4.15)
&

Proof of Lemma 4.7. Using Proposition 4.4, we have

W(x +¢, t
Yo+t y) =/ delog W(x + ¢, y) de’ > —/2¢.
W(x,y) 0

This establishes the right bound in (4.10). For the left bound, we take c;, A¢, R; as in
(4.14). By Harnack (using y > 1), there exists k. independent of (x, y) such that

U >k W(x+2, y)lBRg(Hg,yJ,Rg) and W(x,y) >k V(x,y+Re). 4.16)
It follows from (4.15) that
U >wg (0, - —(x+£,y+Re))

for
o =kWV(x+¢,y).
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We allow time to evolve until
e _
ty 1= min {—, Ag ! log o ]} .
&€
First suppose 7, = £/¢e. Rearranging the definitions of « and 7., we note that in this case

W(x +0, y)e VIOl < -1, 4.17)

Now, the comparison principle and (4.15) yield

- —(x,y+R
U= wi(l/e, - —(x+L,y+R)) > %e—zcme(ﬁ—a)% <¥) .
&€

In particular,

V(x,y+R:) > g?aefzchge(ﬁ,E)g
Thus by (4.16), we have

Yix,y) = SkTsae_zcERse(ﬁ—a)E
k2
- ETSe—chRae(ﬁ—a)Z‘IJ(x £0y) 20 eV (x4 0 ).

On the other hand, if #, = A;l logoz_1 < /e, let x4 == x + £ — ety > x. Then the
comparison principle and (4.15) imply that

W(xy, y+ Re) = wl (1, x5 — (x +0),0) > ge_ZCSRg'
Since W is decreasing in x, we have
€ 2R
‘Il(xa)’+Rs)Z‘~IJ(X*,y+R5)Z§e ene
Finally, (4.16) yields

ck
W(x,y) > keW(x, y+Re) > Tfe—%f’* > 1

Together with (4.17), these two alternatives imply the left bound in (4.10). |

4.4. Potential theory. We now examine the behavior of W to the right of o in detail. By

Lemma 4.7, W roughly decays like e=V2¥ there. It is helpful to remove this decay from
our analysis, so we define

Ox,y) = eﬁxlll(x, y).

Then Lemma 4.7 yields particularly simple bounds for ®. Recall the level curve ¢ and
its positive part oy from (4.9).

Lemma 4.8. Fix s € (0,272 and £ > 0. Then if x > o4(y),

O, y) <Ox+2,y) <, ed@(x, y). (4.18)
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In particular, ® grows subexponentially in x where x > o,(y).

Proof. We first observe that Proposition 4.4 implies that 9,® > 0. Thus we need only
show the right inequality.

We claim that W (z +04(y), y) — 0as z — oo uniformly in y. To see this, fix § > 0.
By Lemma 4.6, there exists y’ > 0 such that

)
sup “IJ(Z+U()’)1 y) - wC*(Z+wC:1(1/2))) = 2
Rx[y’,00)

Since we, (+00) = 0, there exists L > 0 such that

V(z+o(y),y) <$é

forallz > L and y > y’. On the other hand, Corollary 4.5 states that ¥ — 0 as x — 0o
uniformly in y € [0, y'], which proves the claim.

Now fix ¢ € (0, 2’1/2] and £ > 0. Let k. denote the implicit constant in (4.10) from
Lemma 4.7, so that

W(x,y) > ke min [em—s)f\p(x +e,y), 1}

for y > 1. By the uniform decay shown above, there exists L, > 0 such that W (x, y) <
ke when x > L, + o.(y). In this case we must have

W(x, y) > kee V2 O0W(x 4 ¢, y).

Multiplying by V2% and rearranging, we obtain (4.18) forallx > L. +o04(y)andy > 1.
Using interior Harnack, we can extend the bound to all x > o4 (y).

Itremainstotreaty € (0, 1]. Here, boundary Harnack estimates imply that W (x, y) <
W(x, 1)y, where f = g indicates that C~! f < g < Cf for some C € [1, 00). Using
our result at y = 1 and multiplying by y, we obtain (4.18) for y € (0, 1) as well. O

Now, the tilted wave ® solves

|
—5AO=—F = e V22, (4.19)

The essential point is that F decays exponentially in x, so ® is “almost harmonic.” We
use this property repeatedly to constrain ® in the quarter-plane 9 := R%.

We perform much of our analysis in the region ¥ := {x > 604(y)}, which is
somewhat smaller than {x > o4 (y)}. This is convenient for the following reason. When
x > o4, Lemma 4.8 implies that

Ox, y) <, fE O (ay, y) <¢ exp [e(x —0y)+ \/Emr] .
Hence
e V2?2 < exp [Ze(x — 0)+2v 20, — ﬁx]

= exp [—(ﬁ —28)x + 2(\6 — e)cr+] .
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On the more restrictive domain X, we have x > x/2 + 304, so for ¢ < 1,

F=e VZ@? <e /2 (4.20)

Thus © is almost harmonic in a quantitative sense in X.
In the following, let Gf (x) denote the Dirichlet Green function of — % A on a domain

Q, so that — 1 AGS = 6, and G2|yquec) = O for all z = (u, v) € Q. We claim that
OF(x) := / F(2)GZE(x) dz < co.
)

To see this, note that ¥ C Ry x R, so by comparison GZZ < GEQ*XR. Moreover, we can

check that [, G " (x. y) dv = Gy (x). Hence (4.20) yields

(H)F(x)=/EF(z)GZE(X) dz,S/R e 2GR R (x) dz:/ e 2GR+ (x) du.

+xR +

We can explicitly compute GIE“' (x) = 2(x Au) < 2u, which is clearly integrable against
a decaying exponential. Thus ® is finite and, in fact, uniformly bounded.
Now —JA@F = F, so by (4.19), © := © + O satisfies

A® =0 inX,

®=0 ondx.
Notethat ®, ®r > 0in X, so ® > 0isa positive harmonic function in . We now recall
that ¥ = {x > 60,(y), y > 0} and o (y) = 0(y). Hence at a large scale, X resembles
the quarter-plane Q := R%. We thus expect ® to share its large-scale behavior with

positive harmonic functions on the quarter-space. To show this, we conformally map ©
to the quarter-plane. The following lemma shows this can be done with little distortion.

Lemma 4.9. There exists a conformal bijection f: Q — X such that f(0) = 0,
f(00) = 00, and for all & > 0,

ILf &l

x|l

17 <e Se Ix1°. (4.21)

Proof. We view X and £ as subsets of the complex plane C, on which we use coordinates
z = u+iv. Then log is a conformal bijection from £ to the straight strip {0 < v < 7 /2}.
We likewise apply log to . Given u > 0, define

604 (yu) )

¢ (u) := arccot <
Yu

where y, > 0 satisfies

[604(vi)T + v = e
The height y, exists uniquely for each u € R because ¢’ > 0. Thus ¢(u) < /2 is the
argument of the unique point on the curve {x = 60,} whose radial coordinate is e*. It
follows that log is a conformal bijection from X to the curvilinear strip § := {0 < v <
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¢(u)}. Because oy = 0 for y < ¢~'(1/2), we have ¢ = /2 when u < logp~!(1/2).
In the other direction, 0 = 0(y) as y — 00, so y, ~ e" and

% —c(u) ~6e7"o(e") —> 0 asu — +o0.
Thus S resembles the straight strip {0 < v < m/2} when |u| > 1. It is therefore
reasonable to expect that there is a conformal bijection g: {0 < v < 7/2} — S with
low distortion at infinity. This is a well-studied problem in potential theory. There exists
a conformal bijection g with g(d00) = 00, and Warschawski showed that g(z) ~ z
at infinity [34, Theorem X]. In particular,

IRe g(z) —ul = o(u). (4.22)

We now define the conformal bijection f := exp ogolog: Q — X.Then (4.22) becomes
(4.21). The fixed points 00 in the strip correspond to 0 and oo in the quarter-plane. O

Employing this conformal map, ® o f becomes a positive harmonic function on the
quarter-plane. This allows us to constrain the growth of ®. In the following, let (x) :=
(IxII* + 1)Y/2.

Lemma 4.10. Let h € C(H) be a positive harmonic function on Q that is nondecreasing
in ||x| on Q. Then h(x) < (x)% on Q.

Proof. Let ¢: Q — H denote the square map ¢ (z) := z2, and let H := h o ™. Then
H is a positive harmonic function on H such that H (x, 0) is nondecreasing in |x|. We
wish to show that H(x) < (x) on H. The lemma will then follow, as h = H o ¢{.

We rely on a representation theorem of Herglotz (due independently to Herglotz [17]
and F. Riesz [31]), which can be found as Theorem 7.26 in [3]. There exists a constant

A > 0 such that
H(t,0) dr
He.y) = ay+ 2 [ 004 4.23)
T Jr (x —1)2+y2
As a consequence,
Ht,0)

R t2+1

(4.24)

Since H (-, 0) is nondecreasing on R, we have

2x H(t O)
R

- Hx,0)
t2+l X

dt > H(x O)/

forall x > 1.

By (4.24), the left side tends to 0 as x — oo. It follows that H(x, 0) < x as x — o0,
though we will only use the weaker bound H (x, 0) < x. By symmetry,

H(x) < (x) ondH. (4.25)
Now suppose |x| < my for fixed m > 0. Then

ey? )y +1
(x =024y (x/y—1/»)?+1

~m

It follows that
1 H(t,0) dr < H(t,0)

R(x—1)2+y R 12+ y?

2 ~m
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By (4.24) and dominated convergence, the integral on the right tends to 0 as y — oo.
Thus the integral term in (4.23) is negligible as we approach infinity in H from a direction
that is not tangent to 0H. That is:

H(x,y) ~n Ay asy — oo if |x| < my. (4.26)

In particular,
H(X) Sy (x)in {|x] < my}. (4.27)

We now consider H on £. Recalling the square map ¢(z) = z2, let J := Ho ¢!,
which is a positive harmonic function on H. By (4.25) and (4.27), H(x) < (x) on 9
and on the ray {x = y}. It follows that

J(x) < (x)'/? on 0H (4.28)

and on the ray {x = 0}, which is the image of {x = y} under ¢. Now J must also admit
a Herglotz representation, but we know that / < y on the y-axis. By (4.26), we see that

J(x.y) = J(t,0) dr
Y R (x —1)2+y2
Using (4.28), we find
1+ /]t] dt
TENSy /(x—t>2+y
<1+f/ V|s+x/y ds<1+\/M+\/§§<x)1/2. (4.29)

Transferring this boundto H = J o ¢, we find H (x) < (x) on Q. A symmetric argument
on the left quadrant R_ x R, shows that this holds on the entire half-plane HI, as desired.

Corollary 4.11. For all ¢ > 0,
O(x) <, (x)>** inx. (4.30)
Moreover, as y — 00, (y) < [\/5+ O(l)] log y.

Proof. Recall the conformal bijection f: Q — X from Lemma 4.9. Then / := Qo f
is a positive harmonic function on £ that is continuous on £. By Proposition 4.4, ® is
increasing inx and y. Since o’ > 0, it follows that y @(6a+(y), y) isincreasing. Now
® = © where x = 60+(y), so y — h(0, y) is likewise increasing. Also, h(x,0) = 0
for x > 0. We conclude that / is nondecreasing in ||x|| on 9. Thus by Lemma 4.10,
h(x) < (x)? in H. Then Lemma 4.9 yields (4.30).

We now turn to o. By the definition of ¢, Lemma 4.8, and (4.30), we have

1 _ -
5V = 0(0(1).y) £ O(60(»). y) < O(604(1). y) Te ¥

for y sufficiently large. It follows that o (y) < (ﬁ + 8) logy+O.(1) as y — oo for all
e > 0. O

Soft arguments implied that o is sublinear. Using potential theory, we have now improved
this to a logarithmic upper bound. In turn, this quantitative sublinearity allows us to refine
Corollary 4.11.
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Lemma 4.12. We have ©(x) < (x)? on Q.

Proof Let @ := {x > 10log, y}. By Corollary 4.11, Q\X is a bounded, and thus
compact, region. Thus (4.20) yields F < e~*/2 on Q. We define @% = fQ F(Z)Gg,
which is positive and uniformly bounded on €2 by the reasoning following (4.20). Let
0% =0+ @%, which is a positive harmonic function on 2.

Following the proof of Lemma 4.9, the logarithm maps €2 to a curvilinear strip
S ={0 < v < 60(u)}, where 6 (u) is the argument of the unique point on the curve {x =
10log, y} of radius e*. Now, the logarithmic boundary of €2 allows us to conclude that

% —0@u) ~ 10ue™ and 0/(u) ~ 10ue™ asu — oo
while 8(u) = 7/2 and 6'(u) = 0 for sufficiently negative u. Then Theorem IX of [34]
provides a conformal bijection g: {0 < v < w/2} — § such that g(+00) = 00 and
g(z) =z+logh+0(l) asu — oo
for some A € R,. It follows that f$*: Q —  given by £ := exp og o log satisfies
IO~ 2lx]l as [x]| — oo. (4.31)

Now let i := ® o f<. Following the proof of Corollary 4.11, we see that & satisfies
the hypotheses of Lemma 4.10. Hence /(x) < (x)2, and (4.31) implies that ® < 09 <
(x)2 on €2. Using Lemma 4.8, we further have

O(x,y) < ©(10log, y, y) < (y)
on Q\ 2 ={0 < x < 10log, y}. The lemma follows.
We can finally establish the main result of the section.

Proof of Proposition 4.1. The first parts of the proposition follow from Lemma 4.3,
Proposition 4.4, and Corollary 4.5. Thus it remains only to verify (4.1).
Lemma 4.12 and the C! regularity of W near dH imply that for all x, y > 0,

O(x, x) < (x + Dx, 4.32)
00, y) SyAl,
O(x,0) = 0. (4.33)

We divide £ into two sectors I'y := {x > y > 0} and I’y := {0 < x < y} each of
opening angle 7. Using (4.32)—(4.33), there exists C > 0 such that

O, y) <C(x+1)y ondl'y Ual,.

Let O(x,y) := O(x,y) — C(x + 1)y, s0 ® < 0 on 9] U dI',. By (4.19), © is
subharmonic on £. Moreover, Lemma 4.12 implies that ® < (x)2. Now, there exist
positive harmonic functions /; on I'; such that 4; (x) > (x)2 on T7;. For instance, we
can use a suitable rotation of Re z for any o € (2, 4). Thus by the Phragmén—Lindel6f

principle for subharmonic functions (see, for example, [30, Theorem 2.18]), 6) < 0on
I'; foreachi € {1, 2}. That is,

Ox,y) <C(x+1)y ongQ.

Recalling that ¥ = e~V?*®, we obtain (4.1) on £. On the other hand, boundary

Schauder estimates imply that ¥ < y A 1 on R_ x R, Hence W(x, y) < ye_ﬁx on
R_ x R;. This completes the proof of the proposition.
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5. Uniqueness of Minimal-Speed Traveling Waves
We can now establish the uniqueness portion of Theorem 1.1.

Proposition 5.1. If U is a traveling wave in H of speed ¢, = /2, then there exists k > 0
such that W(x,y) =1—Eyexp (—Ke_ﬁx Zoo>. In particular,

W(x,y) = CD(x - %logx, y) on H.

That is, up to x-translation, & is the unique traveling wave of speed c.

The proof of Proposition 5.1 follows the method described in [1] to identify the fixed
points of the smoothing transform. We use the arbitrary traveling wave W to construct a
product martingale, sometimes called the disintegration martingale. The tameness bound
(4.1) allows us to associate this multiplicative martingale with a harmonic function in
the quadrant with Dirichlet conditions. Such functions are unique up to a multiplicative
constant; this allows us to identify W as a shift of .

Proof. Let W be a traveling wave in H of speed /2. Using the McKean representation
(Proposition 3.1), we observe that for all (x, y) € Hand ¢t > 0,

=W,y =B, [ J] [1 - w2t +x - X, Y,w)] | - (5.1)
ueN;

Hence the branching property of the BBM implies that

T,(x) = [] [1 - ¥ (V2 +x = X:(w), Y, w))]
ueN;

is a bounded martingale under law P,. We denote by 7o, (x) its almost sure limit. This
is sometimes called the disintegration of the function W.
We now introduce a shaved version of this martingale. Given @ > 0 and x € R, let

N @) ={ueNF: Xow) < V2s +x+aforalls < t}.

It is a straightforward consequence of (5.1) that

TP =[] [1-w(V2r+x—Xw). Yw)]
ue/\f,+‘u(x)

is a bounded submartingale. Indeed, we take the multiplicative martingale 7" and delete
terms when the corresponding particle reaches the line +/2s + x + . At such times 7%
jumps up, and is thus a submartingale. As a result, this process converges Py-a.s. and in
L' to a nondegenerate limit that we denote by TS (x).
Using the branching property, one can check that 7% satisfies the following almost
sure recursion:
TS =[] TE“(V2t+x—X/w). (5.2)
ue./\/?’a(x)

The random variables (75" ; u € N;"“(x)) are conditionally independent given F; and
Tso" shares the law of T2 under Py, ().
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Now, Proposition 4.1 states that ¥ < (x4 + 1) ye_ﬁx . We use this to argue that for
allx > —aand y > 0,

—log TS (x) <2Ce™ 2ngo a.s. (5.3)
In the following, let
B i={u e Nj"*(x) 1 O(V2t +x — X, (w), Y, (w) = 1}.
Noting that — log(1l — a) < 2a foralla < 1/2, (4.1) yields
—logTF(x)=— Y log[l = W(vV2r+x—X;(u), Y,(w))]
ue/\/?’a(x)
<2Ce™VE[Z% + (1 +x) W]

— Z log [1 — \I/(ﬁt +x — X (u), Y,(u))].
uel3;

Then (5.3) follows from Propositions 2.3 and 2.4, provided 3; = ¢ for sufficiently large
t.

To show that B; is eventually empty, we observe that Z is Cauchy in time because
it converges (almost surely). It follows that the contribution of every individual particle
becomes negligible as t — oo. Otherwise, branching events would cause Z to jump
non-negligibly at arbitrarily large times. Therefore

sup [ﬁt - X w)],Y: (w)eV2X1@W=21 _, (0 as. on survival. (5.4)
ueNy

In more detail, if (5.4) did not hold, then there would exist & > 0 such that with positive
probability, the stopping times defined by tp = 0 and

Tugl = inf {1 > 7, + 1 [\/Et - Xt(u)]+Y,(u)eﬁX’(“)_2’ > 2¢ for some u € N}

are all finite. By Borel-Cantelli, with positive probability there exists a (random) sub-
sequence (ny)ren such that a particle alive at some time ¢ € [t,,, Ty,,,] and located at
some position (x, y) satisfying

21— x)+yeﬁ"_2t > &

splits into two children. In particular, at all such branching times, Z; > Z;_ + ¢. This
contradicts the Cauchy property of Z.

Now recall that W, — 0 by Proposition 2.3, so sup, ¥; ()eV2XiW=2 _, (a5 as
t — oo. Thus (4.1) and (5.4) yield

sup W(v2t +x — X, (u), Y (u))

ueN;
< sup [1 rx+[V2r - Xt(u)]+] Y, (u)eV2Xi -2 _,
ueNy

almost surely on survival. It follows that 5, is empty a.s. for sufficiently large 7.
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Now, (5.3) and Lemma 2.6 imply that — log T has a first moment. We let F¢: H —
R} denote its expectation:

F(x,y) :=Ey[ —log T% (x)].

Fix r > 0. Using the almost sure recursion (5.2) and the many-to-one lemma, we observe
that F* satisfies

FOx,y)=Ey, | > FY(V2t+x—X,u),Yw)
ue/\f;"“(x)

= eny [F“(ﬁt +x+ Xy, Yt)l{fx_qfﬁs+x+a, szo;sft}:| s

where (X, Y) is a Brownian motion in R? started from (0, y) under IP. Applying the
Girsanov transform for the Brownian motion, we obtain

eﬁxFa(X, y)=E, [eﬁ(X’H)Fa(X + X0, YO lri x> —a, YSEO;XSI}:I .

Writing G%(x, y) := eV2x F%(x, y), we see that for all t > 0 and (x, y) € H,
G(x,y) = Ey [Ga(x + X:, Y) 1y, >0, x+X52—a;s§t}] .

Using Itd’s formula, we conclude that G* is a nonnegative harmonic function in the
quarter-plane {x > —c«, y > 0} with Dirichlet boundary data. In the half-space, nonneg-
ative harmonic functions with Dirichlet data are unique up to scaling [3, Theorem 7.22].
Because H is conformally equivalent to this quarter-plane, the same is true of G*. Thus
G%(x,y) = kg (x + )y for some k, > 0, and

F¥(x,y) = kq(x +oz)ye_ﬁ .

To complete the proof, we observe that for all @ > 0, almost surely
—log T3 (x) = lim E[ —log T3 (x) | ]

= lim Y FU(V2r4x = X, VW) = koo V72

ue./\/’;"o’(x)
Using once again (2.8), for all (x, y) € H there exists a random oy € R such that for
all @ > ap we have Too(x) = TS (x) and Zoo = ZZ, under IP,. This shows that «,

(which is deterministic) is constant for sufficiently large «. Writing « := limgy— o0 K¢ »
we obtain

Too(x) = lim T3 (x) = exp (—Ke_ﬁxZoo> Py-as.
o—>00
Finally, (5.1) yields
W y) = 1= By Tao() = 1 = By exp (—ke ™7 ).

Because VY is not identically zero, x > 0. O
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6. Traveling Wave Asymptotics

In this section, we study the behavior at infinity of the traveling waves ® and @, ,
constructed in Sect. 3. In particular, we prove Theorems 1.4 and 1.5.

In Sect. 6.1, we consider the asymptotic behavior of the law of Z, as the initial height
y tends to infinity. This determines the large-y asymptotics of ®. We take up the same
question for ®; ,, in Sect. 6.2; this allows us to complete the proofs of Theorems 1.1 and
1.4. Finally, in Sect. 6.3 we use potential theory and Theorem 1.4 to study the behavior
of ® as x — oo and thereby prove Theorem 1.5.

6.1. The minimal-speed wave far from the horizontal axis. In this subsection, we relate
the minimal-speed half-space wave @ to the corresponding one-dimensional wave w,.,
defined (1.12).

Proposition 6.1. We have

lim @ <x +Llogy, y) = we_(x)

y—0o0
uniformly in x € R.

By the definition (1.7) of ®, we can equivalently determine the asymptotic properties
of Zoo under Py as y — oo. For this purpose, it is convenient to define a consistent
family (Z(y); y > 0) of martingales on a single probability space (€2, F, IP) such that
for all y > 0, Z(y) has the law of Z under PP,. In the remainder of this subsection,
let (X, (), Y (u); u e j\/,) be a branching Brownian motion in R? started from 0, 0).
Givent > 0 and y > 0, we set

N ={ueN;: Yy(u) = —y forall s <t}.
We then define
Zy) = > [V2 = X, )] (Yeu) + y)eV2Xi -2
ueN;
and Zyo(y) := lim Z;(y).
—00
Since ((Xt w),Yr(u)+y); uce ./\/,y) has the law of a branching Brownian motion in H
starting from (0, y), we conclude that for all y > 0, Z,,(y) has the same law as Z,
under Py.
Let D bethea.s. limitast — oo of the derivative martingale of the one-dimensional

BBM (X;(u); u € N;). We prove the following asymptotic for Zs,(y) as y — 00,
which implies Proposition 6.1.

V4
Proposition 6.2. We have lim 0o (¥)

y—>00 y

= Do in probability.

Let H := o(Xs(u),u € Ny; s > 0) be the sigma-field associated to the horizontal
movement of the BBM. We prove Proposition 6.2 by controlling the first two moments
of Zs(y) conditionally on H.

Lemma 6.3. Forall y > 0, we have E[Z(y) | H] = yDoo a.s.
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Proof. For y > 0, we compute E[Z.,(y) | H] using the approximation of Z by shaved
martingales introduced earlier. Given o > 0, we define

ZE() = Y [Varta — X)) (Y + y)eV2Xi0-2q

[Xs(u)s«/ism ; SSI}
ueN;

and Z%_(y) := lim; o Z{* (y). Using the independence of the horizontal and the vertical
displacement in the BBM, we see that for all ¢, y > 0,

E[ZZ(y) | Hl= Y [V2t+a — Xo(u)]eV2Xi -2

}E)'(BIAT())
ueN;

{Xx(u)sﬁﬁa s s<t

almost surely, where B is a Brownian motion with By = y and T is its hitting time with
the origin. As (B;a7, ; t > 0) is a martingale, we obtain

E[Z(y) | H]I =y Z [V2r +a — X,(u)]eﬁxz(u)—zzl
ueN,;

[XS(M)SﬁS+d;s§Z} a.s.

The sum is simply the one-dimensional shaved derivative martingale

Dy = Z [«/Et +a— Xt(u)]e\/ixt(u)—zt’
ueNy

where
N = {u eN,: X;(u) <2s+aforalls < t}

denotes the population of particles that remain below the curve v/2s + « for @ > 0 and
0 <s <t. Thus,

E[Z¢(y) | H] = yD{ ass. (6.1)

Now, Lemma 2.6 implies that Z%(y) is uniformly integrable with an almost sure L'
limit Z& (). Since D converges in the same manner, (6.1) yields

E[Z& () | Hl = lim BIZ{'(y) | H] = lim yDf = yDg Py-as.

Finally, « — ZZ (y) is a.s. increasing and converges to Z«,(y). Hence by monotone
convergence,

E[Zso(y) | Hl = lim yDg, = yDo as.
oa—> 00
O
We now turn to the second moment of Z.,(y) conditioned on the horizontal motion.

Lemma 6.4. There exists an a.s. finite H-measurable random variable Yoo such that
forall y > 0,

E[Z00? 1] < D2 + )T as
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Proof. Fix y > 0. In contrast to the expectation, the second moment of Z reflects the
correlation, and thus shared history, of particles in V;. Given r > 0 and u, v € N;, let
7! be the age of the most recent common ancestor of « and v, with the convention that

u,v
t), =1t Also,for0 <r <t,let

Gy(r):=E, (Bi’z/\T()) )

where B is a Brownian motion beginning at y and 7y is its hitting time at the origin. As
in the previous proof, the independence between horizontal and vertical motion in the
BBM and the martingale property of B yield

B[z H]

- A - " B T a.s.
Z [«/5! X (u)][ﬁz X;(v)]eﬁ[xf(“) Xt (v)] 4tGy( ;v)
u,veN;

Using the martingale property of (Bt2 — t,t > 0) and the Brownian scaling, we have
Gy() =y +Ey(r ATo) =2 [1+E1 (5 A Th) |-

Using the explicit density for the hitting time 7p, we obtain the following bound:

Ei (s ATy) = /OO d—ue_l/zus AU
0 ~2mu?

<

/‘Y du /’Oo du 4
< +5 < Vs,
0 ~2mu s N2mud T A2m

For sufficiently large random ¢, (2.7) implies that max,cn; X, () < V/2t. Combining
the previous displays, for all such # we have

E|Z/»? | 7] - D}

4
<=1 Y Jaa[Var - X ][V2r - X, ()]eV2XXi@l-ar
V21
u,veN;
Define the H-measurable random variable
4
Yoo := lim inf 3 VT V2t = Xi@)][V2r — X, (v)]eV 2K @K@=
— 00 T
u,veN;

Then Fatou’s lemma yields
E[Zoo0? | H] < D&+ ¥ Y.

To complete the proof, we must show that Yo, < 0o almost surely. Given « > 0, we
define the event

Gy = { max X,(u) < V21 — {log, 1 +a forall 1 = o}.

ue/Ny
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It follows from the results of [18] that for all A < —L=

22’
lim max [X,(u) — V2t + A log t]=—oc0 as.

I—>00 ye f

Hence P(G,) > O for all « > 0 and limy_, oo P(G,) = 1. It therefore suffices to show
that Yoo < 00 a.s. on Gy,.
By Fatou, we have

V21
T]E(ToolGa)

u bl

<liminf E Z [V21 +a — Xl(u)]eﬁXt(u)—Ztl
—00

1
X (u)<~/25— 7 log, s+a ; s<t
ueN; { * 47 }

where I'y, := ZveM /Tu,v[ﬁt - X (v) +a]eﬁX’(”)_z’l{XY(UKﬁHa.s<t}.

We now employ a spine decomposition corresponding to the shaved derivative mar-
tingale D*. Let Q“ denote the law of a one-dimensional BBM with spine in which
R, =2t +a — X, (&) is a Bessel process of dimension 3 started from «, the spine
branches at rate 2, and non-spine particles perform standard BBMs. For all ¢ > 0, the
spine decomposition theorem allows us to write

E (ZMEM [ﬁt +o—X; (u)]e\ﬁX’(u)_mI{XS(M)S«/ZY—%¥ log, s+a;s<t}ru>

_ Tha
=l (Fffl{xs(gs)fﬁs—%10g+s+ot;sfl}> ’

We decompose I, as Jt [«/zt — X (&) +a]eﬁxf E)=2t L T Let )V denote the filtration
associated to the spine trajectory and branching times {7y }ren. Using the branching
property and the martingale property of D%, we have

BT 1) <Y Vali<n[V2n + o — Xq (6)]eV?Xn 2% = g,
keN

Combining the above displays, we obtain

E( Y [V2r+a— X, w)]eV> =21
ueN;

< a1k ([ﬁt o — xl(g,)]eﬁxr@,)—m) + ol (1{

{Xs(u)fﬁs—i log, s+ ; Sft} u

XS(Es)f«/ES—% log, s+a ; sgt} F) ’

As (tx)ken are the atoms of a Poisson process of intensity 2 independent of R, it follows
that

2 A
i E(Yxlg,) <liminf «/;eﬁo‘[[ﬂo‘ (Rte—ﬁRt)
do t—00 o)

—00

t
+liminf2/O NESE (RseﬁRxl{RszilogJ}) @
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Using the density of the Bessel process and dominated convergence, we can check that

N 1 © o-a)? (¥’
lim +/7E* (R e’ﬁR’> = lim / e V2 [e % —e } dy =0.
f—>00 ' 100 2a4/21 Jo Y

For the second term in (6.2), we note that @“ (Ryen,n+1]) <y (n+ 1)3s73/2 for all
n € Nand s > 1. It follows that

= (Rseml{ }) SusP Y eV < (08) gt .

1
n>yzlog, s

Ry> % log, s

Because this is integrable against the weight +/s, the second term in (6.2) is finite.
Together, these bounds show that E(Ys1g,) < o0o. Hence Yoo < 00 a.s. on Gy, as
desired. O

We can now complete the proofs of Propositions 6.2 and 6.1.

Proof of Proposition 6.2. Using Lemma 6.3 and 6.4, we observe that for all y > 0, we
have )
V4 T
E [ o) — Doo] ‘ H] <= as.
y y

Thus conditioned on H, Zs(y)/y converges in L? to Do, as y — oo. This implies
convergence in probability, completing the proof. O

Proof of Proposition 6.1. By Proposition 6.2, Z,(y)/y — Dy in probability and
hence in distribution as y — oo. In turn, this implies convergence of the Laplace
transforms. Recalling (1.7), we find

zZ
1 —(D(X+L10gy, y) =Eexp —e~ 2)6& — ]Eexp (_e_ﬂXDoo)
2 y
as y — oo. Given the definition of wc, in (1.12), we conclude that ® (x + \/Li logy, )

converges pointwise to we,(x) as y — oo. Applying Dini’s second theorem on the
compactification [—00, 0o] as in the proof of Lemma 4.6, we see that the convergence
is in fact uniform. a

6.2. The higher-speed waves far from the boundary. In Sect. 3.2, we constructed super-
critical traveling waves via Laplace transforms of limits of the additive martingales

th,u — Z M X () sinh[uY,(u)]e*(xz/z”'“z/z”)’.
ueN;

More precisely, for all A, u > 0 with A2 + > < 2, this martingale converges almost
surely to a nondegenerate limit Wé‘(;“ , and the function

Dy u(x,y):=1—-E,exp ( — ef“WégM)

: : . V442
is a traveling wave with speed ¢ = =——.
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In this subsection, we study the asymptotic behavior of this traveling wave as y — o0.
As above, we focus on the martingale W*+*. To begin, we construct a consistent family

(W5 (y); y = 0) of random variables on a single probability space. Let

. —o2 2
th,u(y) = Z X Ginh (M[Yt(u) +y])e (A% /2+u* /24 1)1
ueN;

and Wég”(y) = llinolo WtML(Y)-

We relate Wé‘c;“ () to the following additive martingale associated to the BBM in R:
A;\’“ — Z ekX,(u)+,uY(u)—()L2/2+;L2/2+1)t
ueN;
and AL/ := lim AM".
—00

We intend to show that @, , asymptotically resembles a one-dimensional wave ro-
tated by angle 0 (A, ) := arctan(u /). As in the introduction, let R;, ,, denote clockwise

rotation by angle 6 (X, (). In a certain sense, A?"“ is related to a one-dimensional additive
martingale by the rotation R;, ;. Given p € (0, ﬁ), let

AP = Z P X1 (W) —(p? /24 D)t
ueN;

denote said martingale, which has a nondegenerate limit A%, Foreach ¢ > ¢, = ﬁ,

there is a unique p € (0, +/2) such that ¢ = ngz. Taking this value of p, we define

we(x) :=1—Eexp (—e " AL). (6.3)

This is a one-dimensional traveling wave of speed c. By the rotational invariance in law
of BBM in R2, A% @ A0 for h(x, w) := /32 + 2. Tt follows that

e, (¥) = 1 = Eexp (—e 7 ¢ ALY 64)

for c¢(A, u) given by (1.10).
In this subsection, we prove the following analogue of Propositions 6.1 and 6.2.
Recall Q := {(A, n) € R2 : A% + u? < 2}.

Proposition 6.5. For all A, u € Q, we have e™*Y Wgo’“ (y) — Agc’,“ in probability as
y — 00. Moreover,

D; po Ry u(x,y) — wc(x,u)(x) (6.5)

uniformly inx € Rasy — oo.
Proof. Forall t, y > 0, we have

W = Y M Xi (WY ()= (A2 /2412 [2+ 1)t (1_efzmyt<u>+y]).
ueN; ()
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Therefore, y > e™*Y Wt)““ (y) is nondecreasing in y and bounded by A?"“ almost surely.
_ A . . .
As a consequence, y — e *YWS" () is a.s. nondecreasing in y and

oy, A,
yll)noloe WwWk(y) < Al as.

By uniform integrability and monotone convergence, we have

E[ lim e*”yW;g“(y)] = lim e " sinh(uy) = 1.
y—00 y—00

Therefore ]E[Aégf‘ —limy_ oo™ Wéo’“(y)] < 0, and we conclude that

lim e ™ Wh*(y) = AL" as. (6.6)

y—>00

Turning to the asymptotic behavior of ®; ,, we compute
R pu(x,y) = ((x +py)/p, (—px +1y)/p) =: (£, 9).

Note in particular that AX = uy + px, where p = p(A, u) = /A% + u?. Now take
(x,y) € R;_ ), H. Tt follows that

®; o Ry pu(x,y) =1—Ezexp <—e_MWOAo’“) =1-Ejexp (—e_pxe_“iw(fé”) .
If we fix x € R and take y — o0, we also have y — oco. Thus (6.6) and (6.4) yield
®; 0 Ry u(x,y) — 1 —Eexp (—e*f’XAQ;“) = Wep () asy — 0o, (6.7)

We extend &, ,, by O to the entire plane R2. Because ®;_, is decreasing in x and
increasing in y, one can check that ®; , o R; , (-, y) is a nonincreasing function for
each y > 0 fixed. Moreover, for all y > 0,

Dy po Ry (=00, y) =1=we, ) (—00) and D) po Ry (00, y) = 0= We(n, ) (F00).

Applying Dini’s second theorem on the compactification [—o00, co], we see that the limit
(6.7) in fact holds uniformly in x. |

We can now describe the limits of our waves in every direction.

Proof of Theorem 1.4. Take ®* € {®, ®; ;,} 1, ue0- Our traveling-wave constructions
automatically imply that 0 < ®* < 1, 9,®* < 0, and 9,®* > 0. Combining the
bounded convergence theorem with (the proof of) Corollary 3.3 and (3.8), we find

P*(—00,y) = Py(N" #@forallr > 0) = ¢(y) and P*(+o0,y) =0  (6.8)

for all y > 0. Uniform continuity implies that this convergence is locally uniform in y.
Moreover, joint monotonicity implies that ®*(x, +00) — 1 = @(+00) as x — —o0.
(Alternatively, Propositions 6.1 and 6.5 imply that ®*(x, +oco) = 1 for all x € R.)
Applying Dini’s theorem on the compactification [0, co], we see that the first limit in
(6.8) holds uniformly in y. Because the left and right limits are distinct, the strong
maximum principle implies that 9, ®* < 0. Similarly, because ®* > 0 in H but ®* =0
on oM, we have 9, ®* > 0. Finally, (1.11) combines Propositions 6.1 and 6.5. O
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According to (6.5), the level sets of ®;, , are asymptotically inclined at angle arctan(u. /)
relative to vertical. For a given speed ¢ > c,, this angle varies strictly monotonically
along P,. It follows that the waves in P, are distinct modulo translation. Using Proposi-
tion 5.1 and the above observation, we can now complete the proof of Theorem 1.1 and
thus bridge the gap in the proof of Theorem 1.3.

Proof of Theorem 1.1. By Proposition 4.4, any KPP traveling wave on H? with minimal
speedis a function of (x, y) alone. Thus it suffices to prove uniqueness in two dimensions,
i.e., on H. Given a minimal-speed wave ® on H, Proposition 5.1 provides a constant
n € R such that ¥ (x, y) = ®(x — n, y), where ® is the wave defined by (1.7). Hence
there is precisely one traveling wave on H?, modulo translation.

Now fix ¢ > ¢, and recall the set P, from (1.9). For all (A, n) € P, ®; ,, defined in
(1.8) is a traveling wave of speed ¢ (Proposition 3.5). Moreover, Proposition 6.5 implies
that distinct values of (A, ;) produce distinct waves. Thus there are infinitely many
traveling waves of speed c that are distinct modulo translation.

6.3. Minimal-speed tail asymptotics. We now examine the asymptotic behavior of ® as
x — oo. Letw(y) := \/LE log y. From Proposition 6.1, we know that the level sets of W

follow the curve x = w(y) as y — oo. Thus @ decays to the right of this curve. The
following result controls this decay.

Recall the constant K, > 0 from (1.14), which governs the tail of the one-dimensional
wave. We can state Theorem 1.5 as

Proposition 6.6. There exists E € L° (H) such that if x > w4(y),
®(x,y) = Ku[x = J5 log, x|l + E(x, »)]ye V", (6.9)

To prove this, we return to conformal mappings and potential theory. We focus on

the function ® := eﬁxcb, which is nearly harmonic in {x > w(y)}. We begin by
constructing an explicit holomorphism mapping a domain similar to {x > w.} to the
quarter-plane . This allows us to use various explicit formule on the quarter-plane.
The distortion induces by this holomorphism leads to the log ||x|| term in (6.9).

As a first application, we use the Phragmén—Lindelof principle to improve our tail
bound from ® < (x + 1)y to ©® < (x — w4 + 1)y on {x > w,}. This allows us to argue
that the “anharmonic” part of ® is negligible—it can be absorbed in the error E in (6.9).
We are thus left with the analysis of a positive harmonic function on the quarter-plane.
From this point, the Herglotz representation formula is strong enough to complete the
proof of Proposition 6.6.

Conformal map to quarter-plane To begin, we construct a conformal map 7 from £ to
a domain similar to {x > w,}. We define n through its inverse

@) =27 % log(z + 1).

Throughout this section, we frequently identify z = x +iy € C with (x,y) € R
Solving the equation Re ! (z) = 0, we can readily check that 7 maps Q to the region

A::{(x,y)eH:0<y<\/W}C{X>w+(y)}~
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Note that
@ =1 ——r
V2(z+1)
. 1 —1v 1 . . . g
S?lt-lSﬁeS 1 7 <l | =<1+ 75 on Q. It follows that n: Q — A is a biholomor
phism.

Next, we can write {x > w;} = {x >0,0<y< eﬁx}. Because

JeEi _1 -2 e L 0(1) onR,,

the difference {x > w4+ (y)} \ A lies a bounded distance from A. Thus by the Harnack
inequality, it suffices to prove (6.9) on A.
Although 7 itself has no simple explicit expression, we can easily construct an ap-
proximation
— L
w(2) =27+ 5 log(z + 1).

Indeed,
_ 1 log(z +1)
1
n Ow—(z)—z__|:+—
V2(z+1)

V2

Since 7 is uniformly Lipschitz, this yields

} =z+0(1).

n(z) = o () +O(1).

Using this approximation, we establish two bounds that will be useful in subsequent
calculations.

n(0, ) = (w+(y), y) + O(1) (6.10)
and
e~V2Ren(x) _ |z+1|7leﬂ/§x. (6.11)

Now recall ®(x, y) := eﬁ"CD(x, y), which satisfies
1
—5A0 = —@% V2 = _F.

We define
O"T:=0on: Q- R,.

This function satisfies |
—EA(H)" =—?Fon=:—F".

We have shown that ®(w(y), y) < 1 when y > 1. Hence ®(w(y), y) =< y there.
Using (6.10), Harnack estimates up to the boundary imply that

®"(0,y) <y forally > 0.
Moreover, the tameness bound in Proposition 4.1 and the boundedness of 1" imply that
0" <1+x*+y> onQ

as well as
O"(x,x) <1+x% and ©7(0,x) =0.
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Note that ®" is subharmonic. We can thus apply the Phragmén-Lindelof principle on
the sectors {0 < 8 < m/4} and {7 /4 < 0 < 7 /2} as in the proof of Proposition 4.1 to
conclude that

O"< (x+1)y onQ. (6.12)

We further use this to bound F”. Noting that |n’|2 =<1, (6.11) and (6.12) yield

+1)2y2
F < (x +1)2y%e V2Ren < —(x| +)1 |y e VE < (x+ D2y Y (6.13)
z

Anharmonic estimates We now control the “anharmonic” component of ®" generated
by F. Let G, denote the Dirichlet Green function of — % A on Q centered atz € . We
formally define

@;’V(X) = /Q F(2)G4(x) dz, (6.14)

which satisfies —%A@"F = F. We refer to @% as the “anharmonic component” of ®"
because @7+ @"F is harmonic. To make this decomposition rigorous, we must show that
the integral in (6.14) is finite.

Let 7, and 7, denote reflection in {x = 0} and {y = 0}, respectively, in [0, c0). Then
the method of images yields an explicit formula for G:

Gz (x) = %IOg (

Ix — mezl IIx — fﬂll)
Ix —z| [x +z|

We make use of the following asymptotics:
Lemma 6.7. Fix z := (u, v) € Q. Then for all x € Q,

log 725 in Bunwy/10(2),

uv Xy

GZ(X) = HZHZ ||X;ZH2 in B2||ZH \ B(MAU)/lO(z)H

uvxy in BE
TR in Byy-
Proof. Define
X =Tz Ix = 1yz| _Ix+z] ) llzll
= Bi=— y:= , an =
2u 2v 2 ||z 2(u Vv v)
Then the identity ;== = u V v yields
1 A 1
Gyx) = ~log 1Y Lo %P (6.15)
b4 Ix—z| n Y6

Let B := B(uav)/10(z) and suppose x € B. Then «, B,y € [19/20,21/20] and § €
[1/2,+/2/2]. Hence

unNv

Lap
> 10 while — €[1.2,2.4],
lIx — z]l vé

so the first term in (6.15) dominates the second.
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Now suppose ||x — z|| > (u A v)/10. A brief algebraic computation yields

1 Ix — ez ||x—tyz||2 1 q+s
G,(x) = —1o = —1Io (6.16)
N = 5 g( Ix—al?Ix+zl® )" 2n Cq+r
for
g =" —u?)?+ (7 = vH),
s=(x+ u)z(y + v)2 +(x — u)z(y — v)z,
ro=x—u)ly+v)+ @ +u)y —v)2
Note that

s —r = [(x + u)2 —(x - u)z][(y + v)2 —(y— v)z] = l6xyuv > 0. (6.17)

We claim that the ratio (g +s) /(g +r) is uniformly bounded on B¢. By (6.17), it suffices
to show that

Xyuv = % <g+r=Ix—z*Ix+z|?. (6.18)

This always holds when ||x|| > 2 ||z||, for then the right side is of order ||x||4 while the
left side is at most of order ||x||2 ||z||?. So we can assume that ||x|| < 2 |z|| and without
loss of generality that u < v. Then ||x +z|| < v and y < v, so it suffices to show that
xu S llx—z|> on B (). (6.19)
‘We break this into two cases. If x < 2u, then indeed
xu < 2u? < 200(u?/100) < 200 ||x — z|°.
Otherwise if x > 2u, we have (x — u)? > x2/4, SO

xu <x%2/2<2(x*/4) <2|x—z|>.

Having confirmed (6.19) in each case, we have verified (6.18). Therefore

+ .
<47 <1 on B“.
q+r
Then (6.16) and (6.17) yield
+ p—
Gz(x)xq s_lzs rX xﬁuv N
q+r g+r x—z|[°x+zl

Now ||x +z|| < ||z|| on Byjg while |Ix —z| =< ||x+z| =< ||x]| on BSIIZH' The lemma
follows. O

We combine this with (6.13) to bound ©7..

Lemma 6.8. The integral in (6.14) is well-defined and 0 < @'}(x, y) SyonQ.
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Proof. Because F > 0 in H, we automatically have @% > 0. Recall that the Green
function is symmetric: G,(X) = Gx(z). Here, it is convenient to use the symmetric
formulation

0% (x) = /Q Gx(z)F(z) dz.

Writing z = (u, v), (6.13) yields
®'}(x) < /Q Gx(z)(u + l)zve_ﬁ“ dz. (6.20)

In the following, definem := x Ay, B := B,,;10(X), and D := By|x|. We divide the right
side of (6.20) into three integrals Iy, I, I3 over the regions B, D\ B, D¢, respectively.
We bound these contributions separately.

Using Lemma 6.7 on B, we have

I 5/ log< )(u+ l)zve_ﬁ“ dz < ye_ﬁxﬂ/ log< " ) dz
B lz — x|l B Iz — x|

< mzye_‘@‘/2 <y. (6.21)

Next, on D \ B, we use Lemma 6.7 and ”xﬁz < ';’ to write

L< y2/ w(u+ )%™V |z — x| 72 dz
Ix]I< Jp\B
gmy/ e V22 (lz— x| vm) " dz. (6.22)
D
Making a “rectangular” approximation,

_ d 1
/e—ﬁ“ﬂ(uz—xnv;n) 2olz,gf e~V2u/2 du-/ -
D R, R (U —y)*+m m

Thus (6.22) yields
L<y. (6.23)

Finally, on D¢, Lemma 6.7 yields

2
v —2u/2

I; < ——— e V= dz.

3~ xy /.Dc (M2 + U2)2

Integrating first in v, we find

—V2u/2
I < xy/ du < y. (6.24)
R, UV [Ix]
Using (6.21), (6.23), and (6.24) in (6.20), we obtain

O1(x) < /Q Gx@u+D)2ve ™V dz =l + b+ 15 < y.
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Boundary estimates We now analyze the “harmonic component” of ®", namely ©" :=
eOn + @r}. This is a positive harmonic function on the quarter-plane. Because 9117: =0
on 91, (6.12) yields the following estimate on the boundary:

®70,y) <y and O"(x,0) =0. (6.25)

Lemma 6.9. There exists A > 0 such that
O(x,y) = [Ax+O)]y on Q.

Proof. Recall the square map ¢ := 9 — H and define g := ©7 o ¢!, which is a
positive harmonic function on the half-plane. By (4.23), there exists A > 0 such that

y g(z,0) dr
V) =A ; f Y == ="
g(x.y) = Ay+gy(x.y) for gy(x,y):=— e =242

Composing (6.25) with the square-root  ~!, we have
gx,0) S /x—.
In (4.29), we showed that this implies that g5 < (x)!/2. Hence g5 o ¢ < (x) while
ggol =0"<y ondQ.

By the Phragmén—Lindel6f principle, we obtain g5 o ¢ < y on £. On the other hand,
yof¢ =xy,so

O"=gol=Axy+gyol =A[x+O1)]y onQ.

Combining Lemmas 6.8 and 6.9, we have shown that
O(x,y) = A[x+(9(1)]y on Q (6.26)
for some A > 0. We now translate this bound back to the region A = ().
Lemma 6.10. If x > w4 (y), we have ©(x, y) = A[x — % log, [Ix|| + O(l)]y.
Proof. As noted earlier, {x > w.(y)} \ A lies a bounded distance from A, so Harnack

allows us to reduce the problem to A.
Recall that )7_1 () =z— \/LE log(z + 1). Mixing real and complex notation, we write

this as
N y) = (v - \/Liloglz+ 1, y— %arg(z+ D)

for z = x +1y. Thus (6.26) becomes
O, y) = (0" on™ ) (x,y) = A[x — \%log lz+ 11+ OM][y — % arg(z+ 1)].

Now log |z + 1| = log, |z| + O(1) and

x arg(z + 1) = x arctan Y < y.
x+1
Therefore

Ox,y) = Alx — J=log, [Ix]| + O(D)]y.
2
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Matching It remains only to identify the nonnegative constant A.

Proof. (Proof of Proposition 6.6 and Theorem 1.5) By Lemma 6.10, there exist A > 0,
M > 0,and E: H — R such that |E| < M and

(x,y) = Alx — 5 log x| + E(x, »]ye V™

on {x > % log, y}.  (6.27)
On the other hand, we recall from Theorem 1.4 and (1.14) that
P (x + % logy,y) = we,(x) asy — 0o (6.28)

locally uniformly in x and

We, (x) ~ Ksxe ™V asx — 00 (6.29)

for some K, > 0. Fix ¢ > 0. Then by (6.29), there exists xo(g) > % such that

K. (1 — 8)xe_ﬁx < we, (x) < Ky(1+ 8)xe_ﬁx for all x > xg. (6.30)

We evaluate ® at x = xg + \% log y and take y — oo. Before doing so, we note that

log ||x|| — logy — 0 along this sequence. Combining (6.27) and (6.28), we therefore
find

Alxg — M)e V20 <, (xp) = lim ®(xo+ = logy, y) < A(xo+ M)e V2.
y—00 V2

Dividing by xoe_*@‘o and using xo > M /e and (6.30), we obtain
A(l—¢e) < K.,(1+¢e) and K.(1—¢) < A(l+e¢).

That is,
1—¢ A 1+¢
< — < .
l+4e = Ky 1—c¢
Since ¢ > 0 is arbitrary, we have A = K, as desired. m]

7. Liminal Traveling Waves

Recall the quarter-disk Q := {(A, u) € R% A2+t <2) depicted in Fig. 1. We have
associated a traveling wave ®,_,, to every point (A, u) € Q. This correspondence should
extend in some manner to the boundary d Q. This is not the main aim of the paper, so
we describe these “liminal” waves conjecturally.

To every (A, u) € Q, we believe one can associate a random variable H A1 such that

_ A2+;42+2
Ut (1, x,y) > 1 —E;exp <—e Ax+=3 ’H“‘)

solves the KPP equation (1.1). When (A, u) € Q, Proposition 3.5 allows us to take
HM1 = Wik,

If 1 € (0, +/2) and A = 0, we can extend the definition (2.9) of W** to A = 0. The
proof of Lemma 2.7 extends to this setting, so we can send 7 — oo and set HO# = Wé)é” .
Then vy, is an entire solution of (1.1) depending on r and y alone. At large negative
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times, we believe this solution resembles a one-dimensional traveling wave in y of speed
2 . . . .

“2—;2 moving down from a large height toward the x-axis. We conjecture that the wave

“reaches” the x-axis at unit time and converges to the steady state ¢ uniformly in y as

t — oQ.

If » € [0, +/2) and . = 0, we believe we can construct

H»* .= lim Z Y,(u)f:)‘X’(”)_()‘2J'2)t/2 as.andin L'
11— 00
ueN;

Then if A € (0, «/5), v;.0(0, x, y) is a traveling wave in H. We expect its level sets to
behave similarly to those of ® described in Theorem 1.4. That is, as y — oo, the level
sets should become asymptotically vertical with a logarithmic offset.

In the degenerate case A = p = 0, vg o should share qualitative properties with the
solutions v, described above. It would be an entire solution of (1.1) depending on ¢
and y alone. At large negative times, we conjecture that vg o resembles an exponentially-
stretched profile moving down from a great height at an exponential rate. The profile
should reach the x-axis at unit time and converge uniformly to ¢ as t — oco. We might
view vg o as an “infinite-speed” limit of vo ;, as p \ 0.

Finally, for (A, ) on the circle A> + u?> = 2, the additive martingale W*-* must
be replaced by a derivative-type martingale. This should correspond to a traveling wave
whose levels sets are inclined at angle arctan(ut/X) far from the boundary. In this regime,
we conjecture that the wave resembles a rotation of the minimal-speed one-dimensional
wave w,,. The minimal-speed wave ® constructed in Theorem 1.3 corresponds to the

special case A = +/2 and = 0.
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